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1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # Wen distributing Covered Code, include this CDDL HEADER in each
14 # file and include the License file at usr/src/ OPENSCLARI S. LI CENSE.
15 # |f applicable, add the follow ng below this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

22 # Copyright (c) 2003, 2010, Oracle and/or its affiliates. Al rights reserved.
23 # Copyright (c) 2012 by Del phix. Al rights reserved.

25 # include gl obal definitions

26 include Makefile. master

28 #

29 # As pieces are made lint-clean, add themhere so the nightly build
30 # can be used to keep themthat way.

31 #

32 COMMON_SUBDI RS = \

33 cnd/ acctadm \

34 cmd/ asa \

35 crmd/ ant |\

36 cmd/ audi o/ audi oct| \

37 cnd/ audi o/ audi ot est \

38 cmd/ audit \

39 crmd/ audi tconfig \

40 cnd/ auditd \

41 cnd/ audi treduce \

42 cmd/ audi tstat \

43 cmd/ aut hs '\

44 crd/ aut opush \

45 cnd/ avai | devs \

46 cnd/ avs \

47 cmd/ ank \

48 cnd/ banner \

49 cmd/ bart \

50 cnd/ basenane \

51 cnd/ bdi ff \

52 cmd/ bf s \

53 cnd/ busstat \

54 cnd/ boot \

55 cmd/ cal \

56 crd/ captoi nfo \

57 cnd/ cat \

58 cnd/ cdrw \

59 cmd/ cf gadm \

60 cmd/ checkeq \

61 cmd/ checknr '\
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62 cmd/ chgrp \

63 cmd/ chrod |\

64 cmd/ chown \

65 cmd/ chroot \

66 cmd/clinfo \

67 cmd/ cnd-crypto \

68 cmd/cnd-inet/lib\

69 cmd/ cnd-inet/lib/netcfgd \

70 cmd/ cnd-inet/|ib/ nwanmd \

71 cmd/ cnd-i net/sbin \

72 crmd/ cnd-i net/usr.bin \

73 crmd/ crd-i net/usr. lib/bridged \
74 cmd/ cnd-inet/usr.lib/dsvclockd \
75 cmd/ cd-inet/usr.lib/ilbd \
76 crmd/ cnd-i net/usr. lib/in.dhcpd \
77 crmd/ cnd-inet/usr.lib/in. npathd \
78 cmd/ cnd-inet/usr.lib/in. ndpd \
79 cmd/ cnd-inet/usr.lib/inetd \
80 crmd/ cnd-i net/usr. li b/ pppoe \
81 crmd/ cnd-inet/usr.lib/slpd \

82 cmd/ cnd-inet/usr.lib/vrrpd \
83 cmd/ cd-i net/usr. lib/wpad \

84 cmd/ cnd- i net/ usr. i b/ wanboot \
85 cmd/ cnd- i net/ usr. sadm \

86 cmd/ cnd- i net/usr.sbhin \

87 cmd/ cnd- i net/ usr. sbin/ilbadm\
88 cmd/ cnd- i net/ usr. sbi n/ nwanadm \
89 cnmd/ cnd- i net/ usr. sbi n/ nwancfg \
90 cmd/ col \

91 cmd/ conpress \

92 cmd/ consadm \

93 cnd/ coreadm \

94 cmd/ cpc \

95 cmd/ cpio \

96 cmd/ crypt \

97 cmd/csplit \

98 cmd/ctrun \

99 cmd/ ctstat \

100 crmd/ ctwat ch \

101 cnd/ date \

102 cmd/ dd \

103 cmd/ derof f \

104 cmd/ devet | \

105 crd/ devf sadm \

106 cmd/ devinfo \

107 cmd/ devgnt |\

108 crd/ devprop \

109 crmd/ df s. cnds |\

110 cmd/di ff3\

111 cmd/dis \

112 cmd/ di rnane \

113 crd/ di skscan \

114 crd/ di spadmin \

115 cmd/ dl adm \

116 cmd/ dl mgntd \

117 crmd/ dtrace \

118 cnmd/ du \

119 cmd/ dunpadm \

120 cmd/ dunpces |\

121 cmd/ echo \

122 crd/ ej ect '\

123 cmd/ emul 64i oct | \

124 cmd/ env \

125 cmd/ expand \

126 cmd/fcinfo \

127 cmd/ fdetach \
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128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
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164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
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188
189
190
191
192
193

cmd/ fdf ormat \

cnd/ f di

sk \

crd/ fgrep \

cmd/ fil
cmd/ fil

e\
ebench \

cmd/ find \
cmd/ fthard \
cmd/ fmtmsg \

cmd/ fol
crmd/ fm

d\
\

crd/ format \

cmd/ fs.
cmd/ fs.
crmd/ fs.
crmd/ fs.
cmd/ fs.
cmd/ fs.
crmd/ fs.
crd/ fs.
cmd/ fs.
cmd/ fs.

d/fd \

d/ | of s/ mount \
d/mtfs \

d/ pcfs/ mount \
d/proc \
d/tnpfs \

d/ udf s/ mount \
d/ uf s/ mount '\
d/ uf s/ fsirand\
d/ zfs/fstyp \

cmd/ fwfl ash \
cmd/ fuser \
cmd/ gcore \
cmd/ gennmsg |\
cmd/ get conf '\
cmd/ get devpolicy \
crmd/ getfacl \
cmd/ get opt |\
cnd/ gettext \
crmd/ grep \

crd/ grep_xpg4 \
cmd/ groups \
cmd/ hal t '\

cmd/ head \

crmd/ hostid \
cmd/ host nane \
cmd/ hot plug \
cmd/ hot pl ugd \
crd/ i dmap \
cmd/init \
cmd/intrstat \
crmd/ i pcrm\
cmd/ipcs \
cmd/ i saexec \
cmd/isalist \
cmd/ i scsiadm\
crmd/iscsid \
cmd/iscsitsve \
cmd/isns \
cmd/itadm\
cmd/ kbd \
crd/killall \
cmd/ | dap \
cmd/ | ast \
cmd/ | ast conm \
cmd/ | dapcachengr \
cmd/line \
cmd/ i nk \
cmd/ | ocator \
crd/ | ocal edef \
cmd/ | ockstat \
cmd/ | of i adm \
cmd/ | ogadm \
crd/ | ogger \
cmd/login \
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194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259

cmd/ | ogins \
cmd/ s\
cmd/ | uxadm \
cmd/ I vm \
cmd/ machid \

crd/ makekey \
cnd/ ndb |\

cnd/ nkfifo \
cnd/ nkfile \
crmd/ nknsgs |\
cmd/ nknod \
cmd/ npat hadm \
crd/ modl oad \
crmd/ megf nt \
cmd/ msgid \
cnd/ nt \

cmd/ nmv \

crmd/ ndrpadm \
cmd/ ndnpd |\
cmd/ ndnpstat |\
cmd/ newf orm \
crmd/ newgrp \
cmd/ newt ask \
cmd/ nice \

cmd/ nl \

cmd/ nohup \
cmd/ nscd \

cmd/ od \

cmd/ pagesi ze \
crd/ passwd \
cmd/ pat hchk \
cmd/ pbind \
cmd/ pcidr \
cmd/ pci tool \
cmd/ pf exec \
cmd/ pgrep \
cmd/picl/picld \
crmd/ picl/prtpicl \
crd/ pl ockstat \
cmd/ pool s '\
crd/ power \
crd/ powertop \
cmd/printf \
cmd/ | at encytop \
cmd/ ppgsz \
crmd/ praudit \
cmd/ pretl \
cmd/ priocntl \
cmd/ profiles \
crmd/ prstat \
cmd/ prtconf \
cmd/ prtdiag \
cmd/ prtvtoc \
crmd/ ps \

crd/ psradm \
cmd/ psrinfo \
cmd/ psrset \
cmd/ ptool s \
crmd/ pwek \

cmd/ pwconv |\
cmd/ randi skadm \
crmd/raidctl \
cmd/rcap \
crmd/ rcm daenon \
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260 cmd/rctladm\
261 crmd/ renice \
262 cmd/rm\

263 cmd/rodir \
264 cmd/ rnformat \
265 cmd/rmt \

266 cmd/roles \
267 cmd/ rpcgen \
268 cmd/ r pcsvc/ rpc. boot parand \
269 cmd/ runat

270 crrd/savecore \
271 cmd/ sbdadm \
272 cmd/ sdpadm \
273 crmd/ sed \

274 crmd/ setpgrp \
275 cmd/ snbi os |\
276 cmd/ sgs \

277 cmd/ snbsrv |\
278 crmd/ smserverd \
279 cmd/ sort \

280 cmd/split \
281 cmd/ srptadm \
282 cmd/ srptsve \
283 cmd/ ssh \

284 cmd/ stat \

285 cmd/ st nf adm \
286 cmd/ stnfsve \
287 cmd/ st msboot \
288 cmd/ streans/strend \
289 cmd/ strings \
290 cmd/ su \

291 crmd/ sul ogin \
292 cmd/ sve \

293 cmd/ swap \

294 cmd/ sync \
295 cmd/ sysevent adm \
296 cmd/ syseventd \
297 cmd/ sysl ogd \
298 cmd/ tabs \
299 cmd/tail \

300 cmd/th_tools \
301 cmd/tip \

302 cmd/ t ouch \
303 cmd/tr \

304 cmd/truss \
305 cmd/tty \

306 crmd/ tzrel oad \
307 crmd/ uadmin \
308 cmd/ ul \

309 cnd/ userattr \
310 cmd/ users \
311 crd/ ut np_updat e \
312 crd/ ut mpd \
313 cmd/ val tool s \
314 cmd/ vrrpadm \
315 cmd/ vt \

316 cmd/wal |\

317 cmd/ who \

318 cmd/ whodo \
319 cmd/ wracct \
320 crmd/ wusbadm \
321 cmd/ xargs \
322 cmd/ xstr \

323 crmd/ yes \

324 crd/ yppasswd \
325 cmd/ zdb \
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326 cmd/ zdunp \

327 cmd/ zfs \

328 cmd/ zhack \

329 cmd/ zi nject \

330 cmd/ zl ogin \

331 cmd/ zoneadm \

332 cmd/ zoneadnd \

333 cmd/ zonecfg \

334 cnmd/ zonenane \

335 cmd/ zpool \

336 crd/ zl ook \

337 cmd/ ztest \

338 l'ib/abi \

339 I'i b/ audi td_pl ugi ns \
340 l'ib/1ibbe \

341 i b/ pyl i bbe \

342 I'i b/ brand/snl \
343 I'i b/ brand/ sol ari s10 \
344 I'ib/crypt_nodul es \
345 I'i b/ ext endedFI LE \
346 lib/li

347 Iib/llbadutlls\
348 lib/libadt_jni \
349 l'ib/libaio \

350 l'ib/1ibavl \

351 I'ib/1ibbrand \

352 l'i b/1ibbsdmal | oc \
353 l'ib/1ibbsm\

354 lib/libc \

355 lib/libc_db \

356 lib/libcfgadm\
357 lib/libecndutils \
358 I'ib/1ibcomputil \
359 l'ib/libcontract \
360 lib/libcryptoutil \
361 lib/libctf \

362 I'i b/1ibdevice \
363 I'ib/1ibdevid \

364 lib/libdevinfo \
365 I'i b/1ibdhcpagent \
366 l'ib/1ibdhcpdu \
367 I'i b/1'i bdhcpsve \
368 I'ib/1ibdhcputil \
369 lib/libdisasm\
370 lib/libdiskngt \
371 I'i b/1ibdl adm\

372 I'ib/1ibdlpi \

373 I'ib/libdoor \

374 l'ib/1ibdscfg \

375 lib/libdtrace \
376 lib/libefi \

377 I'ib/1ibelfsign \
378 l'ib/1ibexacct \
379 l'ib/libfcoe \

380 I'ib/1ibgen \

381 Iib/1libgrubmgnt \
382 lib/libgss \

383 I'i b/1'i bhotplug \
384 I'ib/1ibidmap \
385 lib/libilb\

386 lib/libinetsve \
387 lib/libinetutil \
388 I'i b/1ibinstzones \
389 I'ib/1ibipadm\

390 lib/libipm \

391 lib/1libipnm \
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392 lib/libipp \

393 lib/libipsecutil \
394 lib/libiscsit \
395 I'ib/1ibknf \

396 l'ib/libkstat \
397 lib/liblgrp \
398 lib/liblm\

399 lib/libmalloc \
400 I'ib/1ibmapmal | oc \
401 i b/1i bmapi d

402 lib/libnd \

403 lib/libnp \

404 lib/libntmalloc \
405 l'ib/1ibndnp \
406 lib/libnsctl \
407 lib/libnsl \

408 l'ib/libnvpair \
409 i b/1ibnwam

410 lib/1libpam\

411 lib/libpctx \
412 lib/libpicl \
413 lib/libpicltree \
414 lib/libpkg \

415 lib/libpool \
416 l'ib/libproc \
417 l'ib/libpthread \
418 lib/libraidcfg \
419 lib/librem)\

420 l'ib/librdc \

421 l'ib/libreparse \
422 lib/librestart \
423 lib/librstp \
424 lib/librt \

425 l'ib/libscf \

426 lib/libsec \

427 l'ib/libsecdb \
428 lib/libsendfile \
429 lib/libsip\

430 lib/libshare \
431 l'ib/libsldap \
432 lib/libslp \

433 l'ib/libsnbfs \
434 lib/libsnbios \
435 lib/libsnedia\
436 lib/libsrpt \
437 lib/libstnf \
438 lib/libsun_im \
439 lib/libsysevent \
440 lib/libthread \
441 l'ib/libtsnet \
442 lib/libtsol \
443 Iib/1libumem)\
444 l'ib/1ibunistat \
445 l'ib/1ibuuid\
446 lib/libuutil \
447 lib/libvrrpadm\
448 I'ib/libwanboot \
449 I'i b/1'i bwanboot uti |
450 I'ib/1ibxnet \
451 lib/libzfs \

452 lib/libzfs_jni \
453 l'ib/1ibzonecfg \
454 l'ib/libzoneinfo \
455 lib/lvm\

456 I'i b/ madv \

457 l'i b/ mpss \

\
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458 I'i b/ namet oaddr \

459 I'i b/ ncad_addr \

460 I'ib/nsswitch \

461 I'i b/ pam nodul es \

462 I'i b/ passwdutil \

463 i b/ pkecs1l \

464 lib/print \

465 I'i b/ raidcfg_plugins \
466 lib/scsi \

467 I'ib/smbsrv \

468 lib/fm\

469 I'i b/ udapl \

470 I'i b/ wat chrral loc \

471 psm\

472 test \

473 ucbcnd/ basenane \

474 ucbcrd/ bi ff \

475 uchcmd/ echo \

476 ucbcnd/ groups \

477 ucbcrd/ nkstr \

478 ucbcrd/ printenv \

479 ucbcmd/ sum \

480 ucbcmd/ test \

481 ucbcnd/ users \

482 ucbcnd/ whoam

484 i 386_SUBDI RS= \

485 cmd/ acpi hpd \

486 cnd/ bi osdev \

487 cmd/rtc \

488 cmd/ ucodeadm \

489 l'ib/brand/Ix \

490 #endif /* | codereview */

491 I'i b/ cf gadm pl ugi ns/ sata \
492 I'i b/ cf gadm pl ugi ns/ sbd \
493 1'i b/ 1ibfdi sk

495 spar c_SUBDI RS= \

496 crd/ dat adm \

497 cmd/ des \

498 cmd/drd \

499 cmd/ fruadm \

500 cmd/ | dmad |\

501 crmd/ prtdscp \

502 cmd/prtfru \

503 cmd/ sckmd '\

504 cmd/virtinfo \

505 crmd/ vntsd \

506 lib/libds \

507 l'ib/1ibdscp \

508 lib/libpri \

509 l'ib/libpcp \

510 lib/libtsalarm\

511 lib/libvi2n \

512 i b/ storage \

513 st and

515 LI NTSUBDI RS= $( COMMON_SUBDI RS) $( $( MACH) _SUBDI RS)
517 . PARALLEL: $( LI NTSUBDI RS)
519 lint: uts .WAIT subdirs
521 subdirs: $( LI NTSUBDI RS)
523 uts $(LINTSUBDI RS): FRC
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524 @d $@ pwd; $(MAKE) |int
526 FRC:
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1 # CDDL HEADER START

2 #

3 # The contents of this file are subject to the terms of the

4 # Cormmon Devel opnment and Distribution License (the "License").

5 # You may not use this file except in conpliance with the License.

6 #

7 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
8 # or http://ww.opensol aris.org/os/licensing.

9 # See the License for the specific |anguage governi ng perm ssions

10 # and limtations under the License.

11 #

12 # Wen distributing Covered Code, include this CDDL HEADER i n each

13 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

14 # |f applicable, add the follow ng below this CDDL HEADER, with the
15 # fields enclosed by brackets "[]" replaced with your own identifying
16 # information: Portions Copyright [yyyy] [nane of copyright owner]

17 #

18 # CDDL HEADER END

19 #

21 #

22 # Copyright (c) 1989, 2010, Oracle and/or its affiliates. Al rights reserved.
23 # Copyright 2011, Richard Lowe

24 # Copyright (c) 2012 by Del phix. Al rights reserved.

25 # Copyright 2012 Omi Tl Conputer Consulting, Inc. Al rights reserved.
26 # Copyright (c) 2013 RackTop Systens.

27 # Copyright 2013 Nexenta Systens, Inc. Al rights reserved.

28 #

30 #

31 # It is easier to think in ternms of directory names w thout the ROOT nacro
32 # prefix. ROOTDIRS is TARGETDIRS with ROOT prefixes. It is necessary
33 # to work with ROOT prefixes when controlling conditional assignnments.
34 #

36 DI RLI NKS= $(SYM DI RS)

37 $(BU LD64) DI RLI NKS += $( SYM DI RS64)

39 FILELI NKS= $(SYM USRCCSLI B) $( SYM USRLI B)

40 $(BU LD64) FI LELI NKS += $( SYM USRCCSLI B64) $(SYM USRLI B64)

42 TARGETDI RS= $(DI RS)

43 $(BUI LD64) TARGETDI RS += $( DI RS64)

45 TARGETDI RS += $(FI LELI NKS) $( DI RLI NKS)

47 i386_DI RS= \

48 / boot / acpi \

49 / boot / acpi / t abl es \

50 / boot / grub \

51 / boot / grub/ bi n \

52 / pl atfornii86pc \

53 Jusr/lib/brand/lx \

54 /usr/1ib/brand/|x/anmd64 \

55 /usr/1ib/brand/|x/distros \

56 #endif /* | codereview */

57 [usr/1ib/xen \

58 /usr/1ib/xen/bin

60 sparc_DI RS= \

61 /usr/1ib/ldons
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63 sparc_640NLY= $( POUND_SI GN)
64 64ONLY= $( $( MACH) _640NLY)

66 $(640NLY) MACH32_DI RS=/ usr/ uch/ $( MACH32)

68 DI RS= \

69 / boot \

70 / boot/solaris \

71 /' boot/ sol ari s/ bin \

72 $($(MACH) _DI RS) \

73 /dev \

74 / dev/ dsk \

75 /dev/fd \

76 / dev/ipnet \

77 / dev/ net \

78 /dev/rdsk \

79 /dev/rnt \

80 /dev/pts \

81 / dev/sad \

82 / dev/ swap \

83 /dev/term\

84 /dev/vt \

85 / dev/ zcons \

86 / devi ces \

87 / devi ces/ pseudo \

88 letc \

89 /etc/brand \

90 /etc/brand/ solarisl0 \

91 letc/cron.d \

92 /etc/crypto \

93 /etcl/crypto/certs \

94 letcl/crypto/crls \

95 /etc/dbus-1 \

96 / et c/ dbus-1/systemd \

97 /etc/default \

98 /etc/devices \

99 /etc/dev \

100 letc/dfs \

101 /etc/dl adm\

102 letc/fs \

103 letc/fs/nfs \

104 letc/fslzfs \

105 Jetc/ftpd \

106 /etc/hal \

107 /etc/hal /fdi \

108 letc/hal/fdi/information \

109 /etc/hal/fdi/information/10freedesktop \
110 /etc/hal/fdi/information/20thirdparty \
111 /etc/hal /fdi/infornmation/30user \
112 letc/hal/fdi/policy \

113 /etc/hal/fdi/policy/10osvendor \
114 /etc/hal/fdi/policy/20thirdparty \
115 /etc/hal/fdi/policy/30user \

116 letc/hal/fdi/preprobe \

117 /etc/ hal/fdi/preprobe/ 10osvendor \
118 /etc/ hal /fdi/preprobe/ 20t hirdparty \
119 /etc/hal/fdi/preprobe/30user \
120 /etclipadm\

121 /etcliscsi \

122 /etcl/rpcsec \

123 /etclsecurity \

124 /etc/security/auth_attr.d \

125 /etc/security/exec_attr.d \

126 /etc/security/prof_attr.d \

127 / etcl/security/tsol \
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128 /etclgss \

129 /letc/init.d \

130 / et c/ dhcp \

131 letc/lib \

132 letc/mail \

133 letc/mail/cf \

134 letc/mail/cflcf \

135 /etc/mail/cf/domain \

136 letc/mail/cf/feature \

137 letc/mail/cf/m \

138 /etc/mail/cf/mailer \

139 /etc/mail/cf/ostype \

140 letc/mail/cf/sh \

141 /etc/net-snnp \

142 / etc/net-snnp/snnp \

143 letc/opt \

144 letc/rcO0.d \

145 /etc/rcl.d \

146 /etc/rc2.d \

147 letc/rc3.d \

148 letc/rcS.d \

149 /etc/saf \

150 / et c/ sasl \

151 letc/sfw )\

152 / et c/ skel \

153 letclsvc \

154 /etc/svcl/profile \

155 /etc/svcl/profile/site \

156 /etc/svc/volatile \

157 letc/tm \

158 / et c/ usb \

159 /etc/user_attr.d \

160 letclzfs

161 letc/zones \

162 /export \

163 /home '\

164 /1ib\

165 Iliblcrypto \

166 /1iblinet \

167 /I1iblfm\

168 /liblsecure \

169 /liblsvc \

170 /1iblsvclbin\

171 /1ib/sve/capture \

172 /1iblsvc/ manifest \

173 /1iblsvc/manifest/mlestone \

174 /1iblsvc/ mani fest/device \

175 /1i b/ svec/ mani fest/system\

176 /1i b/ sve/ mani f est/ syst eni devi ce \
177 /1'ib/svc/ manifest/system fil esystem\
178 /liblsvc/mani fest/system security \
179 /i b/ sve/ mani f est/systen svc \

180 /1iblsvc/ mani fest/network \

181 /i bl svc/ mani f est/ network/dns \
182 /1iblsvc/ mani fest/ network/ipsec \
183 /1i b/ sve/ mani f est/ network/ | dap \
184 /1i bl svc/ mani fest/ network/nfs \
185 /1iblsvc/ mani fest/network/nis \
186 /1iblsvc/ mani fest/network/rpc \
187 /i b/ sve/ mani f est/ networ k/ security \
188 /i b/ sve/ mani f est/ net wor k/ shares \
189 /1iblsvc/ mani fest/network/ssl \
190 /1iblsvc/mani fest/application \
191 /11 bl sve/ mani fest/application/ management \
192 /1i b/ sve/ mani fest/application/security \
193 /1iblsvc/ mani fest/application/print \

new usr/src/ Targetdirs

194 /1'ib/svc/ manifest/platform\
195 /1i b/ sve/ mani fest/platform sundu \
196 /1i bl sve/ mani fest/platforn sundv \
197 /liblsvc/manifest/site \
198 /1iblsvc/method \

199 /1i b/ svc/monitor \

200 /liblsvc/seed \

201 /liblsvc/share \

202 / ker nel

203 /mmt \

204 /lopt \

205 /platform \

206 /proc \

207 /root \

208 /sbin \

209 / system\

210 /system contract \

211 / syst enl obj ect \

212 /thp \

213 [usr \

214 Jusr/4lib \

215 [usr/ast \

216 /usr/ast/bin \

217 [usr/bin\

218 [ usr/ bin/ $( MACH32) \

219 lusr/ccs

220 /usr/ccs/bl n\

221 /usr/ccs/lib\

222 [ usr/denp \

223 [ usr/ denp/ SOUND \

224 [ usr/ganes \

225 /usr/has \

226 /usr/has/bin \

227 /usr/has/lib \

228 [usr/ has/ man \

229 / usr/ has/ man/ manlhas \
230 [usr/include \

231 /usr/include/ast \

232 [usr/include/fm\

233 /usr/include/ gssapi \
234 /usr/include/hal \

235 /usr/include/ kerberosv5 \
236 [usr/include/libmlter \
237 /usr/include/libpol kit \
238 /usr/include/sasl \

239 /usr/include/scsi \

240 lusr/include/security \
241 /usr/include/sys/crypto \
242 /usr/include/tsol \

243 /usr/kernel \

244 [usr/kvm\

245 Jusr/lib \

246 [usr/lib/abi \

247 /usr/lib/brand \

248 [usr/1ib/brand/ipkg \
249 /usr/1ib/brand/| abel ed \
250 /usr/lib/brand/ shared \
251 [usr/1ib/brand/snl \

252 [usr/1ib/brand/solarisi0 \
253 lusr/lib/class \

254 /usr/lib/class/FSS \

255 Jusr/lib/class/FX\

256 Jusr/libl/class/IA\

257 lusr/lib/class/RT \

258 /usr/lib/class/SDC \

259 Jusr/lib/class/TS \
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260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325

lusr/libl/lcrypto \
Jusr/lib/drv \
Jusr/liblelfedit \
Jusr/lib/fm\
lusr/lib/font \
Jusr/lib/fs \
Jusr/libl/fs/nfs \
Jusr/lib/fs/proc \
lusr/libl/fs/snb \
lusr/liblfs/zfs \
lusr/libl/gss \
[usr/lib/hal \
lusr/libl/inet \
[usr/liblinet/dhcp \
/usr/1ib/inet/dhcp/nsu \
Jusr/lib/inet/dhcp/svc \
Jusr/lib/inet/dhcp/svcadm\
lusr/liblinet/ilb \
/usr/lib/inet/$(MACH32) \
[usr/1ib/inet/wanboot \
Jusr/1ib/krb5 \
[fusr/lib/link_audit \
Jusr/lib/libp\
Jusr/1lib/lw \
/usr/lib/nmdb \
[usr/1ib/mb/kvm\
[usr/1ib/ndb/proc \
Jusr/lib/nfs \

[usr/net \

/usr/net/servers \

[usr/lib/pool \

/usr/lib/python2.6 \
[usr/1ib/python2.6/vendor - packages \
[usr/1ib/python2.6/vendor-packages/ 64 \
/usr/1ib/python2. 6/ vendor - packages/ sol ari s \
/usr/1ib/python2. 6/ vendor - packages/ zfs \
/usr/1i b/ python2. 6/ vendor - packages/ beadm \
lusr/libl/rcap \

/usr/1ib/rcap/ $( MACH32) \

lusr/lib/sa \
Jusr/lib/saf \
lusr/lib/sasl \
lusr/lib/scsi \
/usr/lib/secure \
Jusr/libl/security \
Jusr/lib/smbsrv \
[usr/lib/vscan \
lusr/liblzfs \
/usr/lib/zones \
/usr/old\
[usr/platform \
/usr/proc \
/usr/proc/bin \
/usr/sadm\
/usr/sadminstall \
/usr/sadminstall/bin \
/usr/sadnlinstall/scripts \
[usr/sbin \

/usr/ sbi n/ $( MACH32) \
lusr/share \

/usr/share/ applications \

[ usr/share/audio \

[ usr/shar e/ audi o/ sanpl es \

[ usr/ shar e/ audi o/ sanpl es/ au \
[ usr/ share/ gnone \

/ usr/ shar e/ gnone/ autostart \
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326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391

[ usr/share/ hwdata \
/usr/share/lib \
/usr/share/lib/ccs \
/usr/share/lib/tmac \
lusr/share/lib/ldif \
lusr/share/lib/xm \
[usr/share/lib/xm/dtd \
/usr/share/ man \

[ usr/share/ man/ manl \

[ usr/ shar e/ man/ manlb \

/ usr/ shar e/ man/ manlc \

[ usr/ shar e/ man/ manlm \

[ usr/ share/ man/ man2 \

[ usr/ shar e/ man/ man3 \

[ usr/ shar e/ man/ man3bsm \

[ usr/ shar e/ man/ man3c \

[ usr/ shar e/ man/ man3c_db \

[ usr/ shar e/ man/ man3cf gadm \
/ usr/ shar e/ man/ man3commput i |
[ usr/ shar e/ man/ man3contract \
[ usr/ shar e/ man/ man3cpc \

[ usr/ shar e/ man/ man3cur ses \
[ usr/ shar e/ man/ man3dat \

[ usr/shar e/ man/ man3devi d \
[ usr/ shar e/ man/ man3devi nfo \
[ usr/ shar e/ man/ man3dl pi \

[ usr/ shar e/ man/ man3dns_sd \
[ usr/share/ man/ man3el f \

[ usr/ shar e/ man/ man3exacct \
[ usr/ shar e/ man/ man3ext \

[ usr/ shar e/ man/ man3f coe \

[ usr/ shar e/ man/ man3fstyp \
[ usr/ shar e/ man/ man3gen \

[ usr/ shar e/ man/ man3gss \

[ usr/ shar e/ man/ man3head \

[ usr/ shar e/ man/ man3i scsit \
[ usr/shar e/ man/ man3kstat \
[ usr/ shar e/ man/ man3kvm \

[ usr/ shar e/ man/ man3l| dap \

[ usr/ shar e/ man/ man3l grp \

[ usr/share/ man/ man3lib \

[ usr/ shar e/ man/ man3nmai | \

[ usr/ shar e/ man/ man3mal | oc \
[ usr/ shar e/ man/ man3np \

[ usr/ shar e/ man/ man3npapi \
[ usr/ shar e/ man/ man3nsl| \

[ usr/ shar e/ man/ man3nvpair \
[ usr/ shar e/ man/ man3pam \

[ usr/ shar e/ man/ man3papi \

[ usr/ shar e/ man/ man3per| \

[ usr/ shar e/ man/ man3pi cl \

[ usr/ shar e/ man/ man3pi cl tree \
[ usr/ shar e/ man/ man3pool \

[ usr/ shar e/ man/ man3proc \

[ usr/ shar e/ man/ man3pr oj ect \
[ usr/ shar e/ man/ man3r esol v \
[ usr/ shar e/ man/ man3r pc \

[ usr/ shar e/ man/ man3rsm\

[ usr/ shar e/ man/ man3sasl \

[ usr/ shar e/ man/ man3scf \

[ usr/ shar e/ man/ man3sec \

[ usr/ shar e/ man/ man3secdb \
[ usr/ share/ man/ man3si p \

[ usr/ shar e/ man/ man3sl p \

[ usr/ shar e/ man/ man3socket \
[ usr/ shar e/ man/ man3st nf \

\
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392 [ usr/ shar e/ man/ man3sysevent \ 458 /var/sadm security \
393 [ usr/share/ man/ man3t ecl a \ 459 /var/snb \
394 [ usr/shar e/ man/ man3t nf \ 460 [var/snb/cvol \
395 /usr/ shar e/ man/ nan3t sol \ 461 /var/snb/ cvol / wi ndows \
396 [ usr/ shar e/ man/ man3uui d \ 462 /var/ snb/ cvol / wi ndows/ syst enB82 \
397 [ usr/ shar e/ man/ man3vol ngt \ 463 /var/ snb/ cvol / wi ndows/ syst enB2/ vss \
398 [ usr/ shar e/ man/ man3xcur ses \ 464 /var/spool \
399 [ usr/ shar e/ man/ man3xnet \ 465 /var/spool /cron \
400 [ usr/ shar e/ man/ man4 \ 466 /var/ spool / cron/ atjobs \
401 [ usr/ shar e/ man/ man5 \ 467 /var/ spool / cron/ crontabs \
402 [ usr/ shar e/ man/ man7 \ 468 /var/spool /I p \
403 [ usr/ shar e/ man/ man7d \ 469 / var/ spool / pkg \
404 [ usr/share/ man/ man7fs \ 470 /var/ spool / uucp \
405 [ usr/ shar e/ man/ man7i \ 471 /var/ spool / uucppublic \
406 [ usr/ shar e/ man/ man7i pp \ 472 /var/svc \
407 / usr/ shar e/ man/ man7m \ 473 /var/svc/log \
408 [ usr/share/ man/ man7p \ 474 /var/svc/ mani fest \
409 [ usr/shar e/ man/ man9 \ 475 /var/svc/ mani fest/mlestone \
410 [ usr/ shar e/ man/ man9e \ 476 /var/svc/ mani f est/device \
411 [ usr/ shar e/ man/ man9f \ 477 /var/svc/ mani f est/system\
412 [ usr/ shar e/ man/ man9p \ 478 /var/svc/ mani f est/systeni device \
413 [ usr/ shar e/ man/ man9s \ 479 /var/svc/ mani fest/systenm fil esystem\
414 /usr/share/src \ 480 /var/svc/ mani fest/systenf security \
415 /usr/snadm \ 481 /var/svc/ mani f est/systenf svc \
416 /usr/snadnflib \ 482 /var/svc/ mani f est/ network \
417 /usr/ucb \ 483 /var/svc/ mani f est/ net wor k/ dns \
418 $(MACH32_DI RS) \ 484 /var/svc/ mani f est/ networ k/i psec \
419 Jusr/ucblib \ 485 /var/svc/ mani f est/ net work/ |1 dap \
420 [usr/xpg4 \ 486 /var/svc/ mani f est/ network/ nfs \
421 [usr/xpg4/bin \ 487 /var/svc/ mani f est/ network/ nis \
422 [ usr/ xpg4/incl ude \ 488 /var/svc/ mani f est/ network/ rpc \
423 Jusr/xpg4/lib \ 489 /var/svc/ mani f est/ networ k/ routing \
424 /usr/xpg6 \ 490 /var/svc/ mani f est/ network/security \
425 [ usr/xpg6/bin \ 491 /var/svc/ mani f est/ net wor k/ shares \
426 /var \ 492 /var/svc/ mani f est/ net wor k/ ssl \
427 /var/adm \ 493 /var/svc/ mani fest/application \
428 /var/ adm exacct \ 494 /var/ svc/ mani f est/ appl i cati on/ mranagenent \
429 /var/adnm | og \ 495 /var/svc/ mani f est/application/print \
430 /var/ adm pool \ 496 /var/svc/ mani fest/application/security \
431 /var/adm sa \ 497 /var/svc/ mani fest/platform\
432 /var/adm sm bin \ 498 /var/svc/ mani f est/ pl atf orml sund4u \
433 /var/adnm streans \ 499 /var/svc/ mani f est/pl atforn sundv \
434 /var/cores \ 500 /var/svc/ mani fest/site \
435 /var/cron \ 501 /var/svc/profile \
436 /var/db \ 502 /var/uucp \
437 /var/db/ipf \ 503 /var/tnp \
438 /var/ ganmes \ 504 /var/tsol \
439 /var/idmap \ 505 /var/tsol /doors
440 /var/krb5 \
441 /var/ krb5/rcache \ 507 sparcv9_Dl RS64= \
442 /var/ krb5/rcache/ root \ 508 /platform sundu \
443 /var/ld\ 509 /platform sundu/lib \
444 /var/log \ 510 /platform sundu/lib/ $( MACHE4) \
445 /var/1og/pool \ 511 [usr/platform sundu \
446 /var /| ogadm \ 512 [usr/platform sundu/ sbin \
447 /var/mail \ 513 [usr/platform sundu/lib \
448 /var/news \ 514 /platform sundv/lib \
449 /var/opt \ 515 /platform sundv/1ib/ $( MACHE4) \
450 /var/preserve \ 516 [usr/platform sundv/sbin \
451 /var/run \ 517 [usr/platform sundv/lib \
452 /var/saf \ 518 /usr/pl atform sund4u-us3/1ib \
453 /var/sadm\ 519 /usr/platform sundu-opl/lib
454 /var/sadnfinstall \
455 /var/sadminstall/admn \ 521 and64_Dl RS64= \
456 /var/sadniinstall/logs \ 522 / pl at fornii 86pc/ and64
457 /var/ sadm pkg \
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524 DI RS64= \

525 $( $( MACH64) _DI RS64) \

526 /1i b/ $( MACH64) \

527 /1ib/crypto/ $( MACH64) \

528 /1iblfm $( MACHE4) \

529 /'1ib/securel/ $( MACH64) \

530 / usr/ bi n/ $( MACH64) \

531 /usr/ccs/bin/ $( MACH4) \

532 lusr/ccs/1ibl $( MACHB4) \

533 Jusr/1i bl $( MACHE4) \

534 [usr/1ib/$( MACH64)/gss \

535 [usr/1ib/brand/snl/$( MACH64) \
536 Jusr/1ib/brand/sol ari s10/ $( Mﬁ\CHG4) \
537 Jusr/liblelfedit/$(MACHE4)
538 Jusr/1ib/fm $( MACHE4) \

539 Jusr/lib/fs/nfs/$(MACHE64) \
540 [usr/1ib/fs/smb/ $( MVACHE4) \
541 /usr/lib/linet/$(MACH64) \

542 Jusr/1ib/krb5/ $( MACHE4) \

543 Jusr/1ibllibp/$(MACHE4) \

544 Jusr/1ib/link audlt/$(IVACHG4) \
545 [usr/1ib/lwp/ $( MVACHE

546 Jusr/1ib/ mdb/ kvm $( IW-\C|-|64) \
547 [usr/1ib/ ndb/ proc/ $( MACH64) \
548 /usr/1ib/rcap/ $( MACH64) \

549 /usr/1ibl/sasl/$(MACH64) \

550 /usr/lib/scsi/$(MACH64) \

551 Jusr/1ibl/secure/ $( MACH64) \
552 /usr/lib/security/$(MACH64) \
553 [usr/1ib/smbsrv/ $( MACHE4) \
554 Jusr/1ib/abi/$( MACHE4) \

555 [ usr/ sbi n/ $( MACH64) \

556 /usr/ucb/ $( MACH64) \

557 /usr/uchbli b/ $( MACH64) \

558 [usr/xpg4/|ibl/ $( MACH64) \

559 /var /| dl $( MACH64)

561 # /var/mail/:saved is built directly by the rootdirs target
562 # /usr/src/ Makefile because of the colon in its nane.

564 # macros for symbolic |inks
565 SYM DI RS= \

566 /bin \

567 /dev/stdin \

568 / dev/ stdout \

569 /dev/stderr \

570 letc/lib/ld.so.1\

571 /etc/lib/libdl.so. 1\
572 /etc/lib/nss_files.so.1\
573 /etc/log \

574 /1ibl32\

575 /1iblcrypto/32 \

576 /1iblsecure/ 32 \

577 /usr/adm\

578 [usr/spool \

579 lusr/lib/tmc \

580 Jusr/ccs/lib/link_audit \
581 [usr/news \

582 /usr/preserve \

583 lusr/lib/32\

584 Jusr/lib/cron \

585 Jusr/liblelfedit/32\
586 Jusr/lib/libp/32\

587 [fusr/lib/lwp/32\

588 Jusr/lib/link_audit/32 \
589 /usr/libl/secure/32 \

in
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590 [usr/mail \
591 /usr/ man \
592 [usr/pub \
593 lusr/src \
594 [usr/tmp \
595 /usr/ucblib/32 \
596 /var/1d/32

598 i 386_SYM DI RS64= \
599 [usr/1ib/brand/|x/ 64

601 #endif /* ! codereview */
602 spar c_SYM DI RS64=

604 SYM DI RS64= \

605 $($( I\/ACH) SYM DI RS64) \
606 /1ibl64 \

607 /1iblcrypto/ 64 \

608 /1ibl/secure/ 64 \

609 Jusr/lib/64 \

610 [usr/1ib/brand/snl/64 \
611 [usr/lib/brand/sol ari s10/ 64 \
612 Jusr/liblelfedit/64 \
613 Jusr/1ib/libp/64 \

614 Jusr/lib/link_audit/64 \
615 lusr/libllwp/64 \

616 lusr/libl/secure/ 64 \

617 /usr/libl/security/ 64 \
618 [usr/xpg4/libl 64 \

619 /var/1d/ 64 \

620 [ usr/uchbli b/ 64

622 # prepend the ROOT prefix

624 ROOTDI RS= $( TARGETDI RS: %=$( ROOT) %

626 # conditional assignnments

627 #

628 # Target directories with non-default values for owner and group nust
629 # be referenced here, using their fully-prefixed names, and the non-
630 # default values assigned. |If a directory is nmentioned above and not
631 # mentioned below, it has default values for attributes.

632 #

633 # The default value for DI RMODE is specified in usr/src/Mkefile.master.
634 #

636 $(ROOT)/var/adm \

637 $(ROOT)/var/adm sa : = DI RMODE= 775

639 $(ROAT)/var/spool /| p: = DI RMODE= 775

641 # file node

642 #

643 $(ROOT) /tnp \

644 $( ROAT)/ var/ krb5/rcache \

645 $(ROOT)/var/ preserve \

646 $(ROOT)/ var/ spool / pkg \

647 $( ROOT)/var/ spool / uucppublic \

648 $( ROOT)/ var/t mp: = DI RVODE= 1777

650 $(ROOT)/root: = DI RMODE= 700
652 $(ROOT)/ var/ krb5/rcache/root:= DI RMODE= 700

655 #

10
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656 # These pernissions nust
657 # in the package manifes
658 #

659 $( ROOT)/var/sadm pkg \

660 $( ROOT)/var/sadn security

661 $(ROOT)/var/sadnlinstall

664
665 # These perm ssions nust
666 # internally by fdfs and
667
668 (ROOT)/dev/fd\
669 $( ROOT)/ hone: =

671 $(ROOT)/var/ mail: =

H*

*

673 $(ROOT)/ proc: =

675 $(ROOT)/systenl contract: =

676 $( ROOT)/systent obj ect: =

678 # symink assignnents, L
679 #

680 $(ROAT)/usr/lib/cron:=
681 $(ROOT)/ bin: =

682 $(ROOT) /I i b/ 32: =

683 $(ROOT)/1ib/cryptol/32:=
684 $(ROAT)/|i b/ secure/ 32: =
685 $(ROAT)/ dev/stdin: =

686 $( ROOT)/ dev/ st dout :

687 $(ROOT)/ dev/stderr:
688 $( ROOT) / usr/ pub:
689 $( ROQT) / usr/ man:
690 $(ROOT)/usr/src:
691 $( ROOT)/ usr/adm
692 $(ROOT)/etc/lib/ld. so.1:

693 $(ROOT)/etc/lib/libdl . so.

694 $(ROCT)/etc/lib/nss_file
695 $(ROOT)/etc/log: =
696 $( ROOT)/usr/ mail :
697 $(ROAT)/ usr/ news: =
698 $(R®T)/usr/preserve:=
699 $( ROOT)/usr/spooI
700 $(ROQAT)/usr/tnp: =
701 $(ROAT)/ usr/|
702 $(ROOT)/usr/|
703 $(ROOT)/ usr/|
704 $( ROOT)/ usr/|
705 $(ROO)/usr/:
|

706 $(ROQAT)/ usr/
707 $(ROOT)/ usr/
708 $(ROOT)/usr/c
709 $(ROOT)/var/ld
710 $(ROAT)/ usr/ uc

i b/tma
ibl/3
ible
ib/li
i b/l
ib/li
i b/ se
cs/li
/ 32:
bli

713 $(BUI LD64) $(ROOT)/Ii
714 $(BUI LD64) $(ROOT)/Ii
715 $(BUI LD64) $(ROOT)/Ii
716 $(BU LD64) $(ROOT)/us
717 $(BU LD64) $(ROOT)/us
718 $(BUI LD64) $(ROOT)/ usr
719 #endif /* | codereview
720 $(BU LD64) $(ROOT)/ usr/
721 $(BU LD64) $(ROOT)/usr/li

ib
ib
b
r
r

—_———===

64
c
s
|
li
li
*
li

mat ch those set
ts.

\

/logs := DI RMODE= 555

mat ch the ones set
aut of s.

DI RMODE= 555

DI RMODE=1777

DI RMODE= 555

DI RMODE= 555
DI RMODE= 555

I NKDEST is the value of the syniink

LI NKDEST=. ./../etc/cron.d
LI NKDEST=usr / bi n

LI NKDEST=.

LI NKDEST=.

LI NKDEST=.

LI NKDEST=f d/ 0

LI NKDEST=f d/ 1

LI NKDEST=f d/ 2

LI NKDEST=shar e/ | i b/ pub
LI NKDEST=shar e/ man

LI NKDEST=shar e/ sr c

LI NKDEST=. . / var/ adm
= LI NKDEST=. ./../lib/ld.so.1
1:= LI NKDEST=../../lib/libdl.so.1
s.so0.1: = LI NKDEST=. ./../lib/nss_files.so.1
LI NKDEST=. . / var/ adni | og
LI NKDEST=. . / var/ mai |
LI NKDEST=. . / var / news
LI NKDEST=. . / var/ pr eserve
LI NKDEST=. . / var / spool
LI NKDEST=. . /var/tnmp
LI NKDEST=. . / share/li b/ tmac
LI NKDEST=.
32: = LI NKDEST=.
= LI NKDEST=.
LI NKDEST=.
it/32:= LI NKDEST=.
2: = LI NKDEST=.
_audit: LI NKDEST=. ./../lib/link_audit
LI NKDEST=.
LI NKDEST=.
LI NKDEST=$( MACH64)
rypt o/ 64: = LI NKDEST=$( MACH64)
ecur e/ 64 = LI NKDEST=$( MACH64)
i b/ 64: = LI NKDEST=$( MACH64)
b/ el fedit/64: = LI NKDEST=$( MACH64)
/ brand/ | x/ 64: = LI NKDEST=$( MACH64)

LI NKDEST=$( MACH64)
LI NKDEST=$( MACH64)

Y

b
b/ brand/ snl/ 64: =
b/ brand/ sol ari 510/ 64: =

11
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722 $(BUILDG4) $(ROOT)/usr/lib/1ibp/ 64: = LI NKDEST=$( MACH64)

723 $(BUILD64) $(ROOT)/ usr/lib/|wp/64: = LI NKDEST=$( MACH64)

724 $(BU LD64) $(ROOT)/usr/lib/link audl t/64: = LI NKDEST=$( MACH64)

725 $(BU LD64) $(ROOT)/usr/lib/secure/ 64:= LI NKDEST=$( MACH64)

726 $(BU LD64) $(ROOT)/usr/libl/securityl/64:= LI NKDEST=$( MACH64)

727 $(BU LD64) $(ROOT)/ usr/xpg4/lib/64:= LI NKDEST=$( MACH64)

728 $(BU LD64) $(ROOT)/var/|d/ 64: = LI NKDEST= $(|\/ACH64)

729 $(BU LD64) $(ROOT)/ usr/ucblib/64:= LI NKDEST=$( MACH64)

731 #

732 # Installing a directory symink calls for overriding INS.dir to install

733 # a synlink.

734 #

735 $( DI RLI NKS: %$( ROOT) % : = \

736 INS.dir= -$(RM -r $@ $(SYM.INK) $(LINKDEST) $@

738 # Special synlinks to populate usr/ccs/lib, whose objects

739 # have actually been noved to usr/lib

740 # Rather than addi ng anot her set of rules, we add usr/lib/lwp files here
741 $(ROOT)/usr/ccs/lib/libcurses. so: REALPATH=../../../1ib/libcurses.so. 1
742 $(ROAT)/usr/ccs/lib/llib-1curses:= REALPATH=. ./../../lib/llib-Icurses
743 $(ROOT)/usr/ccs/lib/llib-1curses. In REALPATH=. ./../../lib/llib-lcurses.|n
744 $(ROOT)/usr/ccs/lib/libformso:= REALPATH=. ./../lib/libformso.1

745 $(ROOT)/usr/ccs/lib/1lib-1form= REALPATH=. ./../lib/Ilib-1form

746 $(ROOT)/usr/ccs/lib/llib-1formln:= REALPATH=. ./../lib/llib-1formln
747 $(ROOT)/usr/ccs/lib/libgen.so:= REALPATH=../../../1ib/libgen.so

748 $(ROOT)/usr/ccs/lib/llib-1gen:= REALPATH=. ./../../1ib/llib-1gen

749 $(ROOT)/usr/ccs/lib/llib-lgen.In:= REALPATH=. ./../../lib/llib-lgen.ln
750 $(ROOT) /usr/ccs/lib/libmalloc.so:= REALPATH=. ./../lib/libmalloc.so.1
751 $(ROQAT)/usr/ccs/lib/libnmenu.so: = REALPATH=. ./../lib/libnmenu.so.1

752 $(ROOT)/usr/ccs/lib/llib-1nenu:= REALPATH=. ./../1lib/llib-1menu

753 $(ROOT) /usr/ccs/lib/llib- Irrenu.ln = REALPATH=. ./../1lib/llib-1menu.ln
754 $(ROOT)/usr/ccs/lib/libpanel.so:= REALPATH=. ./../lib/libpanel.so.1
755 $(ROAT) /usr/ccs/lib/llib- Ipanel:: REALPATH=. ./../lib/Ilib-Ipanel

756 $(ROOT)/usr/ccs/lib/llib-1panel.ln:= REALPATH=. ./../lib/llib-I|panel.ln
757 $(ROOT)/usr/ccs/lib/libtermib.so:= REALPATH=. ./../../lib/libcurses.so.1
758 $(ROOT)/usr/ccs/lib/lIlib-Itermib:= REALPATH=. ./../../1ib/llib-Icurses
759 $(ROOT)/usr/ccs/lib/llib-1termib.In: REALPATH=. ./../../1ib/llib-lcurses.In
760 $(ROOT)/usr/ccs/lib/libterntap.so: = REALPATH=. ./../../lib/libternctap.so.1
761 $(ROOT)/usr/ccs/lib/llib-1terncap: = REALPATH=. ./../../lib/llib-Ilterncap
762 $(ROOT)/usr/ccs/lib/llib-Iterncap.|n: REALPATH=. ./../../lib/llib-lterncap.ln
763 $(ROAT)/usr/ccs/libl/val ues-Xa. 0: = REALPATH=. . /../1i b/ val ues- Xa. o

764 $(ROOT)/usr/ccs/|ibl/val ues-Xc.o: = REALPATH=. . /. ./1i b/ val ues- Xc. o

765 $(ROOT)/usr/ccs/lib/val ues-Xs. 0: = REALPATH=. ./../1ib/val ues- Xs. o

766 $(ROOT)/usr/ccs/lib/val ues-Xt.o:= REALPATH=. ./../lib/val ues-Xt.o

767 $(ROAT)/usr/ccs/libl/val ues-xpg4.o: = REALPATH=. . /. ./li b/ val ues-xpg4. o
768 $(ROOT)/usr/ccs/|ibl/val ues-xpg6. o: = REALPATH=. ./../li b/ val ues-xpg6. o
769 $(ROOT)/usr/ccs/lib/libl.so:= REALPATH=. ./../lib/libl.so.1

770 $(ROOT) /usr/ces/lib/llib-11.1In:= REALPATH=. ./../1lib/Ilib-11.1n

771 $(ROAT)/usr/ccs/lib/liby.so:= REALPATH=. ./../lib/liby.so.1

772 $(ROOT)/usr/ccs/lib/llib-ly.In:= REALPATH=. ./../lib/Ilib-1y.In

773 $(ROOT) /usr/lib/libp/libc.so.1:= REALPATH=. ./../../lib/libc.so.1

774 $(ROOT)/usr/1ib/1wp/libthread.so. 1:= REALPATH=. ./l i bthread. so. 1

775 $(ROAT) /usr/1ib/lwp/libthread_db.so.1l: = REALPATH=. ./l i bthread_db.so.1

777 # synmlinks to populate usr/ccs/lib/$( MACH64)
778 $(ROOT)/usr/ccs/1ibl $( NACH64)/I ibcurses.so: =\

ses.so.1
curses.|n

o.1

779 REALPATH=. . /.. /../..I11ibl$(MACH64)/Ii bcur

780 $(ROOT)/usr/ccs/I|b/$(MACHG4)/II|b Icurses.In:=\

781 REALPATH=. . /. ./ ../../1ib/$(MACH64)/Ilib-1

782 (ROOT)/usr/ccs/I|b/$(NACHG4)/I|bformso =\

783 REALPATH=. . /.. /. |b/$(NAOI-64)/I|bf0r s
784 $(ROOT)/usr/ccs/I|b/$(MACI-|64)/II|b Iformln:=\

785 REALPATH=. . /.. /.. /11iDbl$( CH54)/II|beormIn
786 $(ROOT)/usr/ccs/I|b/$(MACHG4)/I| gen.so: =\

787 REALPATH=. ./../../../1ib/$(MACH64)/Ii bgen. so.1

12
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788 $(ROOT)/usr/ccs/lib/ $(MACHE4)/I1ib-1gen.ln:=\ 854 Jusr/ccs/lib/llib-lItermib.In\
789 REALPATH=. . /.. /.. /.. /lib/$(MACH64)/11ib-Igen.In 855 Jusr/ccs/libl/libterntap.so \
790 $(ROOT)/usr/ccs/I|b/$(NACH64)/I|bnnIIoc.so::\ 856 Jusr/ccs/lib/llib-1terncap \
791 REALPATH=. . /../../1ib/$(MACH64)/1ibmalloc.so. 1 857 Jusr/ccs/lib/llib-Iterncap.In \
792 $(ROCT)/usr/ccs/li b/$( MACHG4)/I|brTenu so: =\ 858 /usr/ccs/lib/values-Xa.o \
793 REALPATH=. . /.. /. ib/ $(NAC|—|G4)/I|bnenu.so. 1 859 /usr/ccs/libl/val ues-Xc.o \
794 $(ROOT)/usr/ccs/I|b/$(NACH6 )/11Tib-1nmenu.ln:=\ 860 /usr/ccs/lib/values-Xs.o \
795 REALPATH=. . /../../1ib/$(MACH64)/11ib-Imenu.ln 861 /usr/ccs/lib/values-Xt.o \
796 $(ROOT)/usr/ccs/li b/$( MACHG )/Ilbpanel so: =\ 862 /usr/ccs/libl/val ues-xpg4.0 \
797 REALPATH=. . /... b/ $( MACH64) / | i bpanel . so. 1 863 lusr/ccs/libl/val ues-xpg6.0 \
798 $(RCX)T)/usr/ccs/I|b/$(NACHG)/II|b-IpaneI.In::\ 864 Jusr/ccs/lib/libl.so \
799 REALPATH=. . /.. /. i b/ $(MACH64) /1 1ib-1panel.In 865 Jusr/ccs/lib/ITib-11.1n\
800 (ROOT)/usr/ccs/Ilb/$(MACl-|6)lllbtermlb so: =\ 866 /usr/ccs/lib/liby.so \
801 REALPATH=. ool . 11 b/ $(MACH64) /1i bcur ses. so. 1 867 lusr/ccs/lib/llib-ly.In\
802 $(ROOT)/usr/ccs/I|b/$(NACHG4)/II|bItermlbln:\ 868 fusr/1ib/libp/libc.so.1 \
803 REALPATH=. . /../../../1ib/$(MACHE4)/Ilib-lcurses.In 869 Jusr/1ib/lwp/libthread.so.1 \
804 $(ROOT)/usr/ccs/I|b/$(MAC|-|64)/I|bternnap so: =\ 870 Jusr/1ib/1wp/libthread_db.so. 1
805 REALPATH=. . /. ./../../lib/$(MACH64)/1i bterntap.so. 1
806 $(ROOT)/usr/ccs/I|b/$(MACHG4)/II|b Iterncap.ln:=\ 872 SYM USRCCSLI B64= \
807 REALPATH=. . /.. /.. /. /I|b/$(NACHGA)/ lib-lterncap.ln 873 /usr/ccs/libl/ $(MACH64)/1ibcurses.so \
808 $(ROOT)/usr/ccs/I|b/$(MACH64)/vaI ues- Xa. o0: = \ 874 /usr/ccs/libl/ $(MACH64)/|1ib-1curses.|In \
809 REALPATH=. . /. ./../lib/ $(MACH64)/ val ues- Xa. o 875 Jusr/ccs/lib/$(MACHE4) /| i bformso \
810 $(ROOT)/usr/ccs/I|b/$(MACH64)/vaIues Xc.o0:=\ 876 /usr/ccs/libl/ $(MACHE4)/I1ib-1formIn \
811 REALPATH=. . /.. /.. [1i b/$(NACHt34)/vaI ues- Xc. o 877 /usr/ccs/1ibl/$(MACH64)/1i bgen.so \
812 (ROOT)/usr/ccs/I|b/$(MACH64)/vaI ues- Xs.0: =\ 878 /usr/ccs/lib/$(MACHE4)/I1ib-1gen.In \
813 REALPATH=. . /.. /. /I|b/$(I\/AC|—164)/vaI ues- Xs. o 879 /usr/ccs/lib/$(MACH64) /| i bmal | oc. so \
814 $(ROOT)/usr/ccs/li b/$( MACH64)/vaI ues- Xt . \ 880 Jusr/ccs/lib/$(MACH64) /| i brmenu. so \
815 REALPATH=. . /.. /. /I|b/$(NACH64)/vaI ues- Xt.o 881 /usr/ccs/lib/$(MACHE4)/I1ib-1menu.ln \
816 $( ROOT)/usr/ccs/I i b/ $( MACH64)/vaI ues- xpg4. o: = \ 882 /usr/ccs/|ibl $( MACHE4)/ | i bpanel .so \
817 ool i bl $(MACHB4) [ val ues Xpg4. o 883 lusr/ccs/lib/$(MACHG4) /| 1ib-1panel.In \
818 $(ROOT)/usr/ccs/I|b/$(MACH64)/vaI ues-xpg6.0: =\ 884 /usr/ccs/libl/ $(MACHE4)/|ibterm ib.so \
819 REALPATH=. . /.. /. /I|b/$(NAC|-I64)/vaIues Xxpg6. o 885 fusr/ccs/lib/$(MACHG4) /I lib-1termib.In \
820 $(ROOT)/usr/ccs/I|b/$(MACHG4)/I|bI so: =\ 886 /usr/ccs/|ib/ $(MACHG4)/1i bt er ntap. so \
821 H=. . /.. /.. /1ib/$(MACH64)/1ibl.so.1 887 lusr/ccs/libl/ $(MACH64)/I|1ib-lterncap.ln \
822 $(ROOT)/usr/ccs/I|b/$(MACH64)/II|bII In:=\ 888 /usr/ccs/|ibl $( MACH64)/ val ues- Xa. o \
823 REALPATH=. . /.. /. /I|b/$(NAC|-I64)/II|b 1. In 889 [usr/ccs/libl $( MACH64)/ val ues- Xc. o \
824 $(ROOT)/usr/ccs/I|b/$(MACH64)/I|by so: =\ 890 /usr/ccs/libl$( MACH64)/ val ues-Xs. o \
825 H=. . /.. /.. /1ib/l$(MACH64)/1iby.so.1 891 lusr/ccs/|ibl $( MACH64)/ val ues-Xt.o \
826 $(ROOT)/usr/ccs/I|b/$(MACH64)/II|b ly.In:=\ 892 /usr/ccs/|ibl $( MACH64)/ val ues- xpg4. o \
827 REALPATH=. ./../../1ib/$(MACH64)/11ib-ly.In 893 /usr/ccs/|ibl $( MACH64)/ val ues- xpg6. o \
828 $(ROOT)/usr/I|b/||bp/$(NACI—K54)/I|bc so.1:=\ 894 /usr/ccs/1ibl/ $( MACHE4)/Ii bl . so
829 e ... /1ib/$(MACH64)/1ibc.so.1 895 Jusr/ccs/lib/$(MACHE4)/Ilib-11.In\
830 $(R®T)/usr/l|b/|\Ap/$(NAC|—|64)/I|bthread so.1l:=\ 896 lusr/ccs/lib/$(MACHE4) /i by.so \
831 REALPATH=. ./ $(MACH64) / 1'i bt hr ead. so. 1 897 Jusr/ccs/lib/$(MACHE4)/I1ib-1y.In \
832 $(ROOT)/usr/I|b/pr/$(NACH64)/I|bthread_db. so.1:=\ 898 [usr/1ib/libp/$(MACH64)/Iibc.so.1 \
833 EAL PATH=. ./ $( MACH64) /| i bt hread_db. so. 1 899 Jusr/1ib/lwd/ $( MACHE4) /| i bthread.so.1 \
900 Jusr/1ib/lwp/ $( MACHE4) /| i bt hread_db. so. 1
835 SYM USRCCSLI B= \
836 Jusr/ccs/libl/libcurses.so \ 902 # Special synmlinks to direct libraries that have been noved
837 Jusr/ccs/lib/llib-1curses \ 903 # from/usr/lib to /lib in order to live in the root filesystem
838 lusr/ccs/lib/llib-lcurses.In\ 904 $(ROCT)/|ib/libposix4.so.1:= REALPATH=Il i brt.so. 1
839 Jusr/ccs/lib/libformso \ 905 $(ROCT)/|ib/libposix4.so: = REALPATH=I i bposi x4. so. 1
840 lusr/ccs/lib/llib-1form\ 906 $(ROOT)/Ilib/Ilib-Iposix4:= REALPATH=I 1§ b-1rt
841 fusr/ccs/lib/lIlib-1formln\ 907 $(ROAT)/1ib/11ib-Iposix4.ln:= REALPATH=I i b-1rt.In
842 lusr/ccs/libl/libgen.so \ 908 $(ROAT)/|ib/libthread_db.so.1:= REALPATH=I i bc_db. so. 1
843 Jusr/ccs/lib/llib-1gen \ 909 $(ROAT)/1ib/libthread_db. so: = REALPATH=I i be_db. so. 1
844 Jusr/ccs/lib/llib-1gen.In\ 910 $(ROOT)/usr/lib/ld.so.1:= REALPATH=. ./. . /lib/ld.so.1
845 Jusr/ccs/lib/libmalloc.so \ 911 $(ROOT)/usr/lib/libadm so. 1: = REALPATH=. . /. ./1ib/ i badm so
846 /usr/ccs/lib/libmenu.so \ 912 $(ROAT)/usr/lib/libadm so: = REALPATH=. ./../lib/libadm so.
847 lusr/ccs/lib/llib-1menu \ 913 $(ROAT)/usr/lib/libaio.so. 1l:= REALPATH=. ./../lib/libaio. so.
848 Jusr/ccs/lib/llib-1menu.ln\ 914 $(ROOT)/usr/lib/libaio.so:= REALPATHz../../Ilb/Ilbalo so
849 Jusr/ccs/libl/libpanel.so \ 915 $(ROOT)/usr/lib/libavl.so.1l:= REALPATH=. ./../lib/libavl.so.
850 lusr/ccs/lib/llib-1panel \ 916 $(ROAT)/usr/lib/libavl.so:= REALPATH=. ./../lib/libavl.so
851 lusr/ccs/lib/llib-1panel.ln\ 917 $(ROAT)/usr/lib/libbsmso.1l:= REALPATH=. ./../1ib/libbsm so
852 lusr/ccs/lib/libtermib.so \ 918 $(ROAT)/usr/lib/libbsmso:= REALPATH=. ./../1ib/libbsm so
853 Jusr/ccs/lib/Ilib-1termib \ 919 $(ROOT)/usr/lib/libc.so.1:= REALPATH=. ./../lib/libc.so.1
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920 $(ROOT)/ usr bc.so: =

921 $( ROCOT)/ usr bc_db. so l
922 $(ROQT)/ usr bc_db. so:

923 $( ROQAT) / usr bendutil's.

924 $( ROQT) / usr bendutils.

925 $( ROOT) / usr bcontract.

926 $(ROOT)/ usr bcontract.

927 $(ROOT) / usr beryptoutil.
928 $( ROAT) / usr bcrypt OU'[I I
929 $( ROCOT) / usr bctf.so. 1:

930 $( ROQOT)/ usr bet f. so: =

931 $(ROOT)/usr bcurses. so. 1:
932 $( ROOT) / usr bcurses. so: =
933 $( ROCAT) / usr bdevi ce. so. 1:
934 $( ROOT) / usr bdevi ce. so: =
935 $( ROOT) / usr bdevi d. so. 1:
936 $( ROQT)/ usr bdevi d. so:
937 $( ROQAT) / usr bdevi nf 0. so. 1:
938 $( ROOT) / usr bdevi nfo. so: =
939 $( ROOT) / usr bdhcpagent . so.
940 $( ROQT)/ usr bdhcpagent . so:
941 $( ROCT)/ usr bdhcputi | .

942 $( ROOT) / usr bdhcput i I

943 $(R00r)/usr bdl . so. 1:

944 $( ROOT) / usr bdl . so: =

945 $( ROQOT) / usr bdl pi . so. 1:
946 $( ROOT)/ usr bdl pi . so: =
947 $(ROOT) / usr bdoor . so. 1:
948 $( ROQT) / usr bdoor . so: =
949 $( ROQT) / usr befi.so. 1: =

/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
950 $( ROOT)/ usr/
951 $( ROOT)/ usr/
952 $( ROOT) / usr/
953 $( ROAT) / usr/
954 $( ROOT) / usr/
955 $( ROOT) / usr/
956 $( ROOT)/usr/
957 $(ROAT) / usr/
958 $( ROOT) / usr/
959 $( ROOT)/ usr/
960 $(ROOT)/ usr/
961 $(ROAT)/ usr/
962 $( ROOT)/ usr/
963 $( ROOT) / usr/
964 $(ROOT)/usr/
965 $( ROAT) / usr/
966 $( ROOT)/ usr/
967 $(ROOT)/ usr/
968 $(ROOT)/ usr/
969 $(ROQAT)/ usr/
970 $(ROAT)/ usr/
971 $(ROAT) / usr/
972 $(ROOT)/ usr/
973 $(ROOT) / usr/
974 $(ROAT) / usr/
975 $(ROOT) / usr/
976 $( ROOT)/ usr/
977 $(ROOT)/ usr/
978 $(ROAT) / usr/
979 $( ROOT) / usr/
980 $( ROOT)/ usr/
981 $(ROOT)/ usr/
982 $(ROAT) / usr/
983 $( ROOT)/ usr/
984 $( ROOT)/ usr/
985 $(ROOT) / usr/

bgen. so: =
binetutil.
bi netutil.

bknf.so.1:=
bknf . so: =

o
e}
QD
3
g ORVL o g
e ORI OO
VONPOO IR :

bproc. so.

U,...
CRCRUN I

e

!‘.

bf di sk. so.
bf di sk. so:

bintl.so. 1 =
bintl.so:=

bknf berder SO. 1
bknf berder. so: =
bkstat.so. 1l: =

i bkstat.so: =

i bl ddbg. so. 4: =

e

e

ibl/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li 1=
ib/libelf.so:=
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ibl/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li
ib/li

'—‘.O..O
no e

REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
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devi nf 0. s0. 1
devinfo.so.1
dhcpagent . so. 1
dhcpagent so. 1
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knf ber der . so. 1
knf berder.so. 1
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986 $( ROOT) / usr bproc. so:

987 ROOT) / usr bpthread so. 1
988 ROOT) / usr bpt hr ead. so:
989 ROQT) / usr brcmso. 1: =

990 ROQT) / usr brcm so: =

(
3(
$(
$(
$(

991 $(
992 $( ROOT) / usr
993 $(
994 $(
995 $(
996 $(
997 $(

998 $( ROQT) / usr brt.so. 1
999 $( ROCT) / usr brt.so: =
1000 $(ROOT)/ usr brtld. so.
1001 $(ROOT)/ usr brtl d_db. so.
1002 $(ROOT)/ usr brtl d_db. so:
1003 $(ROOT) / usr bscf.so. 1: =
1004 $(ROOT)/ usr bscf.so: =
1005 $(ROOT)/ usr bsec.so.1: =
1006 $(ROOT)/usr bsec. so: =
1007 $(ROOT) / usr bsecdb. so.
1008 $(ROOT)/ usr bsecdb. so:
1009 $(ROOT)/ usr bsendfile.
1010 $(ROOT)/ usr bsendfile.

/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
I1ibll
/1ibll
/1ibll
/1ibll
/1ibll
I1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
[1ibll
/1ibll
/1ibll
/1ibll
1011 $(ROOT)/usr/lib/|
1012 $(ROOT)/usr/1ib/|
1013 $(ROOT)/usr/1ib/I
1014 $(ROOT)/usr/lib/|
1015 $(ROOT)/usr/lib/|
1016 $(ROOT)/usr/1ib/|
1017 $(ROOT)/usr/1ib/|
1018 $(ROOT)/usr/lib/|
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
I1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
I1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll
/1ibll

btermib.so: =
1019 $(ROOT)/ usr bt hr ead. so. 1: =
1020 $(ROOT)/ usr bt hr ead. so: =
1021 $(ROOT)/ usr bt hr ead_db. so. 1
1022 $(ROQAT) / usr bt hr ead_db. so: =
1023 $(ROOT) / usr bt snet . so. 1
1024 $(ROOT) / usr bt snet . so =
1025 $(ROOT)/ usr bt sol . so. 2:
1026 $(ROOT)/ usr bt sol . so: =
1027 $(ROOT) / usr bumem so. 1:
1028 $(ROOT)/ usr bumem so: =
1029 $(ROOT)/ usr buui d. so. 1:
1030 $(ROOT)/ usr buui d. so: =

1031 $(ROOT)/ usr

1032 $(ROOT) / usr buutil.so: =
1033 $(ROOT) / usr bw. so. 1: =
1034 $(ROOT)/ usr bw. so: =

i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
1035 $(ROOT)/ usr i
i
i
i
i
i
|
|
|
|
|
|
|
|
|
|
|

1036 $(ROOT)/usr bxnet . so: =
1037 $(ROOT) / usr bzfs. so. 1
1038 $(ROOT)/ usr bzfs.so: =
1039 $(ROOT)/ usr bzfs_core. so.
1040 $(ROOT)/ usr bzfs_core. so:
1041 $(ROOT)/ usr i b-1adm | n:
1042 $(ROOT)/ usr ib-1adm =
1043 $(ROQAT) / usr ib-laio.ln:
1044 $(ROOT)/ usr ib-laio:=
1045 $(ROOT)/ usr ib-lavl.In:
1046 $(ROOT)/ usr ib-lavl:=
1047 $(ROOT)/ usr ib-1bsmln:
1048 $(ROOT)/ usr ib-1bsm=
1049 $(ROOT)/ usr ib-lc.In: =
1050 $(ROOT)/ usr ib-lc:=

1051 $(ROOT)/ usr ib-1cndutil

bresol v. so. 1:
bresol v. so. 2
bresol v. so: =
brestart.so. 1:
brestart.so: =
brpcsvce. so. 1: =
br pcsve. so:

T

bsocket . so. l:
bsocket . so:
bsysevent . so.
bsysevent.so: =
bt erntap. so. 1: =
bt er ncap. so: =
btermib. so. 1

[y

buutil.so. 1l:=

bxnet . so. 1:

e
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S

proc.so.1

rcmso. 1

resolv.so. 1
resol v.so. 2
resol v.so. 2

rpcsvce. so. 1
rpcsvce. so. 1
rt.so.1

secdb. so. 1
secdb. so. 1

socket.so. 1
socket.so. 1

curses. so.
t hread. so.

tsol . so. 2
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pthread. so. 1
pthread. so. 1

restart.so.1
restart.so.1

rtld_db.so.1
rtld_db.so.1

sendfil e. so.
sendfil e. so.
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1052 $(ROOT)/usr/I|b/II|bIcndutlls= REALPATH=. ./../lib/Ilib-lcndutils
1053 $(ROOT) /usr/lib/llib-1contract.|n:= REALPATH=. ./../lib/llib-lcontract.ln
1054 $(ROOT)/usr/I|b/II|bIcontract = REALPATH=. ./../1lib/llib-1contract
1055 $(ROOT) /usr/lib/llib-lctf.ln:= REALPATH=. ./../lib/llib-l1ctf.In
1056 $(ROOT)/usr/lib/llib-1ctf:= REALPATH=. . /.. /lib/Ilib-lctf

1057 $(ROOT)/usr/lib/llib-1curses.|n:= REALPATH=. ./../lib/llib-lcurses.|n
1058 $(ROOT) /usr/lib/llib-1curses: = REALPATH=. ./../lib/llib-1curses
1059 $(ROAT)/usr/lib/llib-1device.ln:= REALPATH=. ./../lib/llib-ldevice.In
1060 $(ROOT)/usr/lib/llib-Idevice:= REALPATH=. ./../lib/llib-Idevice
1061 $(ROOT)/usr/lib/llib-Idevid.In:= REALPATH=. ./../lib/llib-ldevid.ln
1062 $(ROOT) /usr/lib/llib-1devid:= REALPATH=. ./../1lib/llib-1devid
1063 $(ROOT)/usr/lib/llib-ldevinfo.ln:= REALPATH=. ./../lib/llib-ldevinfo.ln
1064 $(ROOT)/usr/lib/l1ib-1devinfo:= REALPATH=. ./../lib/Ilib-Idevinfo
1065 $(ROOT)/usr/lib/llib-Idhcpagent.|n:= REALPATH=. ./../1ib/llib-1dhcpagent.
1066 $(ROOT)/usr/lib/l1ib-1dhcpagent: = REALPATH=. ./../1ib/llib-1dhcpagent
1067 $(ROOT)/usr/lib/llib-1dhcputil.ln:= REALPATH=. ./../lib/Ilib-1dhcputil.lIn
1068 $(ROOT)/usr/lib/llib-Idhcputil:= REALPATH=../../Iib/II|bIdhcputll
1069 $(ROOT)/usr/lib/Ilib-1dl.In:= REALPATH=. . /.. /1lib/l1lib-1dl

1070 $(ROOTN) /usr/lib/Ilib-1dl:= REALPATH=. ./../1ib/llib-1dl

1071 $(ROQOT) /usr/lib/llib-1door.In:= REALPATH=. ./../lib/llib-1door.
1072 $(ROOT)/usr/lib/llib-Idoor:= REALPATH=. ./../lib/llib-Idoor
1073 $(ROOT)/usr/lib/llib-lefi.ln:= REALPATH=. ./../lib/llib-lefi.ln
1074 $(ROOT)/usr/lib/llib-lefi:= REALPATH=. ./../lib/llib-1efi

1075 $(ROOT) /usr/lib/Ilib-lelf.ln:= REALPATH=. ./../lib/Ilib-lelf.In
1076 $(ROOT)/usr/lib/llib-lelf:= REALPATH=. . /.. /lib/Ilib-lelf

1077 $(ROOT)/usr/lib/llib-Ifdisk.In:= REALPATH=. . /.. /lib/llib-1fdisk.In
1078 $(ROOT) /usr/lib/llib-1fdisk:= REALPATH=. ./../1lib/llib-1fdisk
1079 $(ROOT) /usr/lib/llib-1gen.ln:= REALPATH=. ./../lib/llib-lgen.ln
1080 $(ROOT)/usr/lib/llib-1gen:= REALPATH=. ./../lib/Ilib-1gen

1081 $(ROOT)/usr/lib/llib-linetutil.ln:= REALPATH=. ./../lib/Ilib-linetutil.In
1082 $(ROOT)/usr/lib/llib-linetutil:= REALPATH=. ./../1lib/llib-linetutil
1083 $(ROON) /usr/lib/Ilib-lintl.ln:= REALPATH=. ./../lib/llib-lintl.In
1084 $(ROOT)/usr/lib/lIlib-lintl:= REALPATH=. . /.. /lib/Ilib-lintl

1085 $(ROOT)/usr/lib/llib-lIkstat.In:= REALPATH=. ./../lib/llib-l1kstat.In
1086 $(ROOT)/usr/lib/llib-lkstat:= REALPATH=. ./../1ib/llib-|kstat
1087 $(ROOT) /usr/lib/llib-1nd5.1n:= REALPATH=. ./../lib/llib-1md5.1n
1088 $(ROOT) /usr/lib/llib-1nd5:= REALPATH=. ./../lib/Ilib-1nd5

1089 $(ROOT)/usr/lib/llib-Imeta.ln:= REALPATH=. ./../lib/Ilib-lneta.ln
1090 $(ROOT)/usr/lib/llib-Ineta:= REALPATH=. ./../lib/llib-lnmeta

1091 $(RCX3T)/usr/I|b/II|bInsI In:= REALPATH=. ./../lib/llib-Insl.In
1092 $(ROOT) /usr/lib/llib-Insl:= REALPATH=. ./../lib/llib-1nsl
1093$(ROOT)/usr/I|b/II|bInvpair In:= REALPATH=. ./../lib/Ilib-lInvpair.In
1094 $(ROOT)/usr/lib/llib-Invpair:= REALPATH=. ./../1ib/llib-Ilnvpair
1095 $(ROOT)/usr/lib/l1ib-Ipamln:= REALPATH:../../Iib/II|bIpamln
1096 $(ROOT)/usr/lib/llib-1pam= REALPATH=. ./../lib/llib-1pam

1097 $(ROOT)/usr/lib/llib-1posix4.ln:= REALPATH=. . /.. /lib/Ilib-lIrt.In
1098 $(ROOT)/usr/lib/llib-I|posix4:= REALPATH=. ./../lib/lIlib-Irt

1099 $(ROOT)/usr/lib/l1ib-Ipthread.|n:= REALPATH=. ./../lib/llib-lpthread.ln
1100 $(ROOT)/usr/lib/llib-1pthread: = REALPATH=. ./../lib/llib-1pthread
1101 $(ROOT)/usr/lib/llib-lresolv.ln:= REALPATH=. ./../lib/Ilib-lresolv.In
1102 $(ROOT)/usr/lib/llib-Iresolv:= REALPATH=. ./../lib/llib-Iresolv
1103 $(ROOT)/usr/lib/llib-1rpcsve.ln:= REALPATH=. ./../lib/llib-lrpcsvc.ln
1104 $(ROOT)/usr/lib/l1ib-Irpcsvc: = REALPATH=. ./../lib/llib-1rpcsvc
1105$(R(IJT)/usr/||b/II|bIrtIn:: REALPATH=. ./../lib/Ilib-Irt.In
1106 $(ROOT)/usr/lib/llib-Irt:= REALPATH=. ./../lib/Ilib-Irt

1107 $(ROOT) /usr/lib/Ilib-1rtld_db.In:= REALPATH=. ./../lib/llib-lrtld_db.In
1108 $(ROOT) /usr/lib/Ilib-1rtld_db:= REALPATH=. ./../1lib/llib-lrtld_db
1109 $(ROAT)/usr/lib/llib-1scf.In:= REALPATH=. ./../lib/llib-lscf.In
1110 $(ROOT)/usr/lib/llib-1scf:= REALPATH=. ./../lib/Ilib-Iscf

1111 $(ROOT)/usr/lib/llib-Isec.ln:= REALPATH=../../Iib/II|bIsecIn
1112 $(ROOT) /usr/lib/llib-1sec:= REALPATH=. ./../lib/llib-1se

1113 $(ROAT) /usr/lib/llib-1secdb.In:= REALPATH:../../Iib/II|bIsecdbIn
1114 $(ROOT)/usr/lib/l1ib-1secdb: = REALPATH=. ./../lib/Ilib-1secdb
1115 $(ROOT)/usr/lib/llib-1sendfile.ln:= REALPATH=. ./../lib/llib-lsendfile.ln
1116 $(ROOT)/usr/lib/llib-1sendfile:= REALPATH=. ./../lib/llib-1sendfile
1117 $(ROQAT)/usr/lib/Ilib-1socket.In:= REALPATH=. ./../lib/llib-1socket.In
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1118 $(ROAT) /usr/lib/llib-1socket:=
1119 $(ROOT)/usr/lib/l1ib-1sysevent.|n:=
1120 $(ROOT) /usr/lib/llib-1sysevent: =
1121 $(ROOT)/usr/lib/llib-Iterncap.|n:=
1122 $(ROOT)/usr/lib/l1ib-Iterncap: =
1123 $(ROOT)/usr/lib/llib-Itermib.In:=
1124 $(ROOT)/usr/lib/llib-1termib:=
1125 $(ROAT) /usr/lib/Ilib-lthread.|In:=
1126 $(ROOT)/usr/lib/llib-Ithread: =
1127 $(ROOT)/usr/lib/l1ib-1thread_db.|n:
1128 $(ROOT)/usr/1ib/|1ib-Ithread_db: =
1129 $(ROOT)/usr/lib/llib-lItsnet.In:=
1130 $(ROOT)/usr/lib/l1ib-Itsnet:=
1131 $(ROOT)/usr/lib/llib-Itsol.ln:=
1132 $(ROOT)/usr/1ib/1lib-Itsol:=

1133 $(ROOT) /usr/lib/1lib-lumemln:=
1134 $(ROOT)/usr/lib/l1ib-Iumem=

1135 $(ROOT) /usr/lib/l1ib-luuid. In:=
1136 $(ROOT)/usr/lib/l1ib-1uuid:=

1137 $(ROOT) /usr/lib/Ilib-1xnet.ln:=
1138 $(ROOT)/usr/lib/llib-Ixnet:=

1139 $(ROOT)/usr/lib/llib-1zfs.In:=
1140 $(ROOT)/usr/lib/llib-1zfs:=

1141 $(ROOT)/usr/lib/llib-1zfs_core. In
1142 $(ROOT)/usr/lib/11ib-1zfs_core:=
1143 $(ROOT)/ usr/lib/ nss_conpat . so. 1
1144 $(ROOT)/usr/lib/nss_dns.so. 1: =
1145 $(ROOT)/usr/lib/nss_files.so.1:
1146 $(ROOT)/usr/lib/nss_nis.so. 1:—
1147 $(ROOT)/usr/lib/ nss_user.so. 1l:=
1148 $(ROOT)/usr/lib/fmlibfmevent.so.1:
1149 $(ROOT)/usr/I|b/fn’iI|bfm3vent.so.:
1150 $(ROAT)/usr/lib/fml1ib-Ifmevent.In:=
1151 $(ROOT)/usr/lib/fmllib-Ifmevent:=

1153 $(ROOT) /| i b/ $( MACH64) /| i bposi x4. so. 1: = \

1154 REALPATH=I i brt.so. 1

1155 $(ROOT)/1i b/ $( MACHE4) /| i bposi x4. so: = \
1156 REALPATH=I i bposi x4. so. 1

1157 $(ROOT) /| i b/ $(MACH64) /1 1i b-1 posi x4. 1 n: =
1158 REALPATH=I lib-Irt.In

1159 $(ROOT) /i b/ $( MACHE4) /i bt hread_db. so. 1:

1160 REALPATH=I i bc_db. so. 1

1161 $(ROOT) /i b/ $( MACHB4) 71 i bt hr ead_db. so:
1162 REALPATH=I i bc_db. so. 1

1163 $(ROOT)/usr/1ib/ $( MACHE4)/1d.so. 1: =\
1164 REALPATH=. . /...
1165 $(ROOT)/ usr/ | i b/ $( MACHB4)

1166 REALPATH=. . /.. /.
1167 $( ROOT)/usr/I i b/ $( MACH64) adm so: = \
1168 REALPATH=. . /...
1169 $(R(1)T)/usr/||b/$(Mf-\C|-|64) ai 0.so0. 1: =
1170 REALPATH=. . /.. /.

A
/1
!
/1
A
/1
!
1171 $(ROOT)/ usr/1i b/ $( MACH64)/I
1172 REALPATH=. . /.. /.. /I
1173 $(ROOT)/usr/I i b/ $( MACH64) / |
1174 REALPATH=. . /.. [ .. /1
1175 $(ROOT)/ usr/ | i b/ $( MACHB4) / |
1176 REALPATH=. . /.. /.. /I
1177 $(ROOT)/usr/I i b/ $( MACH64) / |
1178 REALPATH=. . /.. /.. /1
1179 $(ROOT)/usr/ | i b/ $( MACHE4) / |
1180 REALPATH=. . /.. /.. /I
1181 $( ROOT)/usr/I [ b/$( MACH64) / |
1182 REALP. o]
1183 $(ROOT) /usr/ i b/$( MACHB4) / |

avl .so: =

i
i
i
i
i
i
i
i
i
i
i
i
i
i
i bbsm so: =\
i

i

i

i

c.so:=\

REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .
REALPATH=. .

i b/$(l\/ACH64)/I d.so. 1
badm so. 1: = \

E/ $( NACH64)/I i badm so.
b/ $( I\/ACHG4) /I i badm so.
b

E/ $( NACH64)/I i bai 0. so.
b/ $( I\/ACHG4)/I i bai 0. so.
bavl .so.1: =\

b/ $( NACH64)/I i bavl . so.
b

b/ $( I\/ACHG4)/I i bavl . so.
bbsm so. 1: = \

b/ $( NACH64) /1ibbsm so.
b

b/ $( I\/ACHG4) /1ibbsm so.
b
b
b

\
/$(NACH64)/I|bc so.1

[ e N

I

zfs_core.In
—szs _core
s_conpat. so. 1

s_files.so.1
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li
|
s
ss_dns.so. 1
s
s
s
b
b
b
b

| f mevent

18

i bf mevent . so. 1
i bf mevent . so. 1
i b-1fmevent.

i b-
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1184 REALPATH=. . /.. /.. /1ibl$ (I\/ACHG4)/I|bc so. 1

1185 $(RCDT)/usr/I|b/$(M'—\C|—|64)/I|bc db.so.1:=\

1186 REALPATH=. . /.. /.. /I|b/$(IVAC|-64)/I|bc db. so. 1
1187 $(ROOT)/usr/I|b/$(MACI—I64)/Iibc db. so: =\

1188 REALPATH=. . /.. [ .. /I|b/$(NAC}B4)/I|bc db so. 1
1189 $(ROOT)/usr/I|b/$(MACI—|64)/I|bcnﬂut|Is s0.1: =

1190 REALPATH=. . /.. /.. /I|b/$(NAC|—B4)/I|bcrrdut|ls.so.1
1191 $(ROOT)/usr/I|b/$(MAO—I64)/I|bcndut|Is so: =\

1192 REALPATH=. . /.. /. /I|b/$(I\/ACI—164)/I|bchdut|Is.so.1
1193 $(ROOT)/usr/li b/$(MACH64)/I i bcontract.so. 1: =

1194 REALPATH=. . /.. /. /I|b/$(NACH64)/I|bcontract.so.1
1195 $(ROOT)/usr/I|b/$(MAC|—I64)/I|bcontract so: =\

1196 REALPATH=. . /.. /. /I|b/$(I\/ACHG4)/I|bcontract.so.1
1197 $(ROOT)/usr/I|b/$(l\/ACI—|64)/I|bctf so.1:=\

1198 REALPATH=. . /.. /. /I|b/$(NAC}B4)/I|bctf so.1

1199 $(ROOT)/usr/I|b/$(l\/AC|—|64)/I|bctf so: =

1200 REALPATH=. . /. .. /I|b/$(NM(}B4)/IIbctf so. 1

1201 $(ROOT)/usr/I|b/$(l\/ACI—|64)/I|bcurses so0.1:=\

1202 REALPATH=. . /.. /. /I|b/$(NAC|-|64)/I|bcurses.so.1
1203 $(ROQAT) /usr/li b/$(l\/ACH64)/I i bcurses.so: =\

1204 REALPATH=. . /.. /. /I|b/$(IVACI—164)/I|bcurses.so.1
1205 $(ROOT)/usr/li b/$(I\/ACHG4)/I i bdevi ce. so0. 1: =

1206 REALPATH=. . /.. /. /I|b/$(NAC|—I64)/I|bdeV|ce. so. 1
1207 $(ROOT)/usr/I|b/$(l\/ACH64)/I|bdeV| ce.so: =\

1208 REALPATH=. . /.. /../1ib/$(MACH64)/1i bdevice. so. 1
1209 $(ROOT)/usr/I|b/$(NACH64)/I|bdeV|d so0.1:=\

1210 REALPATH=. . /.. /. /I|b/$(NAO—I64)/I|bdeV|d so. 1
1211 $(ROOT)/usr/I|b/$(I\MCH64)/I|bdeV|d so: =\

1212 REALPATH=. . /.. /. /I|b/$(|VACI—|64)/I|bdeV|d so.1
1213 $(ROOT)/usr/li b/$(MACHB4)/I i bdevinfo.so.1: =\

1214 REALPATH=. . /.. []. /I|b/$(NAC|—|G4)/I|bdeV| nfo.so. 1
1215 $(ROOT)/usr/li b/$(M¢-\C|—|64)/I i bdevi nfo. so: =

1216 REALPATH=. . /. .. /IIb/$(I\/ACH54)/I|bdeV| nfo.so. 1
1217 $(ROOT)/usr/I|b/$(MACHB4)/I|bdhcput|I so0.1:=\

1218 REALPATH=. . /.. /. /I|b/$(l\/AC|—|G4)/I|bdhcput|l so. 1
1219 $(ROOT)/usr/lib/ $( M'-\CH64)/I i bdhcputil .

1220 REALPATH=. . /.. /. /I|b/$(I\/AG-64)/I|bdhcput|I so. 1
1221 $(ROOT)/usr/I|b/$(MA(}-164)/I|de L=\

1222 REALPATH=. . /.. /. /I|b/$(NAC¥B4)/I|de so.1

1223 $(ROOT)/ usr/ | i b/ $( MACHB4) /| i bdl .

1224 REALPATH=. . /. . /. /Iub/$(NAor|64)/||bd| so. 1

1225 $(ROOT)/usr/I|b/$(MACHG4)/I|de pi.so.1:=\

1226 REALPATH=. . /... /I|b/$(l\/AC|—|G4)/I|de pi.so.1
1227 $(ROOT)/ usr/ | i b/ $( MACHE4) /1 i bdl pi .

1228 REALPATH=. . /. . /. /I|b/$(NAOH34)/I|dep|.sol
1229 $(ROOT)/usr/I|b/$(MAC|—I64)/I|bdoor so0.1:=\

1230 REALPATH=. . /.. /. /I|b/$(|\/ACI—i64)/I|bdoor so. 1
1231 $(ROOT)/usr/li b/$(Mf-\CH64)/I i bdoor.so: =\

1232 REALPATH=. . /.. /. /I|b/$(NACI-I64)/I|bdoor so.1
1233 $(ROOT)/usr/I|b/$(MACH64)/I|bef| L1:= 0\

1234 REALPATH=. . /. . /. /I|b/$(|\/AC|—i64)/I|bef| 1
1235 $(R(1)T)/usr/||b/$(M¢-\CI—|64)/I|bef| so: =\

1236 REALPATH=. . /. . /. /I|b/$(NACH54)/I|bef| so. 1
1237 $(ROOT)/usr/I|b/$(MACH64)/I|beIf so.1:=\

1238 REALPATH=. . /... /I|b/$(NAC}B4)/I|beIf so. 1

1239 $(ROOT)/usr/I|b/$(MACI—|64)/I|beIf so:

1240 REALPATH=. . /.. /.. /I|b/$(NAC}B4)/I|beIf so.1

1241 $(ROOT)/usr/I|b/$(MAO—I64)/I|bgen so. 1: =\

1242 REALPATH=. . /../../|ib/ $(MACH64)/1i bgen. so. 1
1243 $(ROOT)/usr/I|b/$(l\/ACI—|64)/I|bgen so: =\

1244 REALPATHE. . /.. /. ./1i b/ $(MACH64) /i bgen. so. 1
1245 $(ROOT)/usr/I|b/$(MAC|—I64)/I|b| netutil.so.1:=\

1246 REALPATH=. . /.. /.. /I|b/$(I\/ACI—164)/I|b| netutil.so.1
1247 $(ROOT)/usr/I|b/$(l\/ACI—|64)/I|b| netutil.so:=\

1248 REALPATH=. . /.. /. /I|b/$(NAC}B4)/I|b|netut|I so. 1
1249 $(ROOT)/usr/I|b/$(I\MC|—I64)/I|b| ntl.so.1:=\
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1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295
1296
1297
1298
1299
1300
1301
1302
1303
1304
1305
1306
1307
1308
1309
1310
1311
1312
1313
1314
1315

REALPATH=. . /...
$(ROOT) /usr/li b/$(Mf-\CH64
REALPATH=. . /.. /.
$(ROOT) /usr /i b/$(MACH64
REALPATH=. . /...
$(ROOT) /usr/li b/$(MACH64
REALPATH=. . /.. /.
$(ROOT) /usr/ i b/$(MACH64
REALPATH=. . /...
$(ROOT) /usr/li b/$(MACH64
REALPATH=. . /.. /.
$(ROOT) /usr/ i b/$(MACH64
REALPATH=. . /...
$(ROOT) /usr/li b/$(l\/ACI—|64
REALPATH=. . /.. /.
$(ROOT) /usr/li b/$(l\/AC|—|64
REALPATH=. . /...
$(ROOT) /usr/li b/$(l\/ACI—|64
REALPATH=. . /.. /.
$(ROOT) /usr/li b/$(l\/ACH64

$(MACHB4) /1i bintl.so.1
intl.so:=\
/$(NAC|—B4)/I|b|ntI so. 1
kstat.so.1l:=\
/$(I\/ACI—164)/I|bkstat so.1
kstat.so: =\
/$(NACH54)/I|bkstat so. 1
| ddbg. so0. 4: =\
/$(I\/ACHG4)/I|bI ddbg. so. 4
so. 1: =
/$(NACH64)/I|brnj so. 1

/$(I\/ACHG4)/I|bntJ so. 1
md5. so. 1: =\
/$(NAC|—|64)/I|ber5 so.1

/$(IVACHG4)/I|bnt15 so.1
0.2:=
/$(NACH64)/I|ber S0. 2

REALPATH=. . /. ./ . /$(IVACHG4)/I|brrp so0. 2
$(R@T)/usr/l|b/$(l\/ACHG4 nsl.so.1: =

REALPATH=. . /.. /. /$(NACH64)/I|bnsI so0.1
$(ROOT)/usr/I|b/$(I\/ACH64 nsl.so: =

REALPATH=. . /. ..
$(ROOT) /usr/li b/$(I\/ACH64
REALPATH=. . /.. /.
$(ROOT) / usr/1i b/$(l\/ACHG4
REALPATH=. . /...
$(ROOT) /usr /i b/$(MACHB4
REALPATH=. . /.. /.
$(ROOT) / usr/ | i b/ $( MACHB4
REALPATH=. . /.. /.

.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
)5 /$(IVACH64)/I | bnsl . so. 1
.
)/
.
)/
.
)/
.
$(ROOT) /usr/li b/$(MACHB4)/
REAL .
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/
.
)/

nvpair.so. 1l:=\

/ $( NACH64)/I i bnvpair.so. 1
nvpair.so: =\

/ $( IVACH64)/I i bnvpair.so. 1
pam so. 1:

/$( NACHG4)/I i bpam so. 1

$(I\/ACI-64)/I|bpam so.1
0si x4.s0.1: =\
PATH=. . /.. ].
$(ROOT) / usr/ | i b/ $( MACHB4
REALPATH=. . /.. /.
$(ROOT)/usr/I|b/$(MA(}-16
REALPATH=. . /.. /.
$(ROOT) / usr/ | i b/ $( MACHG
REALPATH=. . /.. /.
$(ROOT)/usr/I|b/$(MACHG4
REALPATH=. . /.. /.
$(ROOT) / usr/ | i b/ $( MACHB4
REALPATH=. . /.. /.
$(ROOT)/usr/I|b/$(MACI—I6
REALPATH=. . /...
$(RCX)T)/usr/I|b/$(M'—\C|—|6
REALPATH=. . /.. /.
$(ROOT)/usr/I|b/$(MACI—I6
REALPATH=. . /...
$(R(1)T)/usr/||b/$(Mf-\C|-|6
REALPATH=. . /.. /.
$(ROOT)/usr/I|b/$(MAC|—I6
REALPATH=. . /...
$(ROOT)/usr/I|b/$(MACI—|6
REALPATH=. . /.. /.
$(ROOT)/usr/I|b/$(MAO—I64
REALPATH=. . /...
$(ROOT)/usr/I|b/$(l\/ACI—|64
REALPATH=. . /.
$(ROOT)/usr/I|b/$(MAC|—I64
REALPATH=. . /...
$(ROOT)/usr/I|b/$(l\/ACI—|64
REALPATH=. . /.. /.
$(ROOT)/usr/I|b/$(I\MC|—I64

/

p
/$(I\/ACH54)/I|brt so. 1
posi x4. so: =

/ $ (I\/AG—B4)/I|brt so.1
proc.so. 1:=\
/$(I\/AC|-|54)/I|bproc so. 1
proc.so: =\
/$(NAOH34)/I|bproc so.1
pthread. so. 1: = \
/$(I\/AC|-|G4)/I|bpthread so.1
pthread. so: =\
/$(NAOI—£4)/I|bpthread so.1
7cmso 1:=\

r
/$
r
/
r
/
r
/
r
/
r
/
r
/
r
/
rt
/
r

A

-

$(I\/ACH64)/I|brcmso 1
cmso: =\
(NACI—IG4)/I|brcmso 1
esolv.so.2:=\
$(I\/ACI—164)/I|bresoIv s0. 2
esolv.so: =\
$(NACHGA)/I|bresoIv s0. 2
estart.so.1l:=\
$(I\/ACI—164)/I|brestart so. 1
estart.so: =\
$(NAC|—I64)/I|brestart so. 1
pcsvc. so. 1: =\
$(MACHG4) / 1'i brpcsve. so. 1
pcsvce. so: =\
(NACI-|64)/I|brpcsvc so.1
t.so.1:=\
$(I\/ACHG4)/I|brt so. 1

$(NACH64)/I|brt so. 1
tld. so. 1:=\

A A A A

libl/$
lib
l'ib
lib
lib
lib
l'ib
lib
lib
I'i brd
l'ib
I'i brd
lib
lib
l'ib
I'i brd
lib
I'i brp
l'ib
I'i brp
lib
l'ib
l'ib
lib
lib
lib
l'ib
lib
lib
lib
l'ib
I'i bpa
lib
lib
l'ib
lib
lib
lib
l'ib
lib
lib
lib
l'ib
lib
lib
lib
lib
lib
lib
lib
lib
lib
l'ib
lib
lib
lib
l'ib
lib
lib
lib
l'ib
lib
lib
I'i brt
l'ib
lib
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1316 REALPATH=. . /.. /. /I|b/$(I\/ACI—164)/I|brtId so. 1
1317 $(ROOT)/usr/li b/$(Mf-\CH64)/I ibrtld_db.so.1:=\

1318 REALPATH=. . /.. /. /IIb/$(IVAC|-B4)/I|brt|d db.so. 1
1319 $(ROOT)/usr/li b/$(MACH64)/I ibrtld_db.so:=\

1320 REALPATH=. . /... /I|b/$(l\/AC|—iG4)/I|brtId db.so. 1
1321 $(ROOT)/usr/li b/$(MACH64)/I ibscf.so.1:=\

1322 REALPATH=. . /.. /.. /1ibl/$( NACI-BA)/I i bscf.so. 1
1323 $(ROQAT) /usr/ i bl $( MACH64)/I i bscf.so: =

1324 REALPATH=. . /.. /.. [1ibl$( I\/ACHG4)/I i bscf.so.1
1325 $(ROOT)/usr/li b/$(MACH64)/I ibsec.so.1:=\

1326 REALPATH=. . /.. /.. /1ibl$( NACI-B4)/I i bsec.so.1
1327 $(ROQOT)/usr/li b/$(MACH64)/I i bsec.so: =\

1328 REALPATH=. . /.. /../1ib/$(MACH64) /i bsec so.1
1329 $(ROOT)/usr/libl $( I\/ACI-|64)/I i bsecdb. so. 1: =

1330 REALPATH=. . /.. /.. /1ibl$( NACI-B4)/I i bsecdb so.1
1331 $(ROQAT) /usr/libl $( I\/AC|—|64)/I i bsecdb. so: =

1332 REALPATH=. . /.. /.. /1ibl$( IVACHG4)/I i bsecdb. so. 1
1333 $(ROOT) /usr/li b/$(l\/ACI—|64)/I i bsendfile.so.1:=\

1334 REALPATH=. . /. ./../1ib/$(MACH64)/1i bsendfi le.so. 1
1335 $(ROQAT) /usr/1ibl $( I\/ACH64)/I i bsendfile.so:=\

1336 REALPATH=. ./../../1ib/$(MACH64)/1ibsendfile.so.1
1337 $(ROOT)/usr/libl $( I\/ACHG4)/I i bsocket.so.1:=\

1338 REALPATH=. ./../../1ib/$(MACH64)/1i bsocket.so. 1
1339 $(ROAT) /usr/libl$( I\/ACH64)/I i bsocket.so: =\

1340 REALPATH=. ./../../1ib/$(MACH64)/1i bsocket.so. 1
1341 $(ROOT)/usr/libl $( IVACH64)/ | i bsysevent.so.1: =\

1342 REALPATH=. . /. ./../1ib/$(MACH64) /i bsysevent .so.1
1343 $(ROOT) /usr/libl $( I\/ACH64)/I i bsysevent.so: =\

1344 REALPATH=. . /.. /.. /1 ib/ $(MACH64) /i bsysevent so.1
1345 $(ROOT)/usr/lib/ $( MACHB4)/I i bterncap. so. 1: =\

1346 REALPATH=. . /../../lib/ $(MACH64)/1i bterncap. so. 1
1347 $(ROOT)/usr/lib/ $( Mf-\C|-|64)/I i bterncap. so: = \

1348 REALPATH=. . /. ./../1ib/ $(MACHE4) /1 i bt erncap. so. 1
1349 $(ROOT)/usr/li b/$(MACHB4)/I ibtermib.so.1:=\

1350 REALPATH=. ./../../lib/$(MACH64)/1i bcurses. so. 1
1351 $(ROOT)/usr/li b/$(Mf-\C|-|64)/I ibtermib.so:=\

1352 REALPATH=. ./../../1ib/ $(MACH64) /| i bcurses. so.1
1353 $(ROOT) /usr/ i b/ $( MA(}-164)/I i bthread. so. 1: =\

1354 REALPATH=. . /... /I|b/$(l\/AC|—|54)/I|bthread so. 1
1355 $(ROOT)/usr/li b/$(Mf-\CH64)/I i bt hread. so: =

1356 REALPATH=. . /.. /.. /1iDbl $( MACHE4) /| | bt hread so. 1
1357 $(ROOT)/usr/I|b/$(MACHG4)/I|bthread db. so. \

1358 REALPATH=. . /.. /.. /1i b/ $(MACHB4) /1 i bc_db. so.1
1359 $(ROOT)/usr/lib/ $( Mf-\CH64)/ |'i bt hread_db. so: = \

1360 REALPATH=. . /.. /. ./lib/ $(MACH64)/1ibc_db.so.1
1361 $(ROOT)/usr/li b/$(MACH64)/I i btsnet.so. 1:=\

1362 REALPATH=. . /../../lib/ $(MACH64)/|i btsnet.so.1
1363 $(ROOT)/usr/li b/$(Mf-\CH64)/I i btsnet.so:=\

1364 REALPATH=. . /. ./ ../1iDb/$(MACHE4)/1i btsnet.so.1
1365 $(ROOT)/usr/li b/$(MACH64)/I ibtsol.so.2:=\

1366 REALPATH=. . /. ./../1ib/$(MACH64)/1i bt sol . so.2
1367 $(ROOT)/usr/li b/$(M¢-\CH64)/I i btsol.so:=\

1368 REALPATH=. . /../../1ib/$(MACH64)/1i bt sol . so. 2
1369 $(ROOT)/usr/lib/ $( MACH64)/I i bumem so. 1: =\

1370 REALPATH=. . /../../lib/$(MACH64)/1i bumem so. 1
1371 $(ROOT)/usr/lib/ $( MACH64)/I i bumem so: =\

1372 REALPATH=. . /. ./../1ib/$(MACH64)/1i bumem so. 1
1373 $(ROOT) /usr/li b/ $( MACH64)/I ibuuid.so.1:=\

1374 REALPATH=. . /.. /../1ib/$(MACH64)/1i buuid.so.1
1375 $(ROOT)/usr/li b/ $( I\/ACI-|64)/I i buui d.so: =\

1376 REALPATH=. . /. ./../1ib/$(MACH64)/1i buuid.so.1
1377 $(ROQOT)/usr/li b/$(M°«CH64)/I ibuutil.so.1:=\

1378 REALPATH=. . /../../1ib/ $(MACH64)/!ibuutil.so.1
1379 $(ROOT)/usr/li b/$(l\/ACI—|64)/I ibuutil.so:=\

1380 REALPATH=. ./../../1ib/$(MACH64)/1ibuutil.so.1
1381 $(ROOT)/usr/li b/$(l\/ACHS4)/I i bw. so. 1: =
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1382 REALPATH=. . /...
1383 $(ROOT)/ usr/ | i b/ $( MACHG4
1384 REALPATH=. . /.. /.
1385 $(ROOT)/usr/| i b/ $( MACH64
1386 REALPATH=. . /...
1387 $(ROOT)/usr/| i b/ $( MACH64
1388 REALPATH=. . /.. /.
1389 $(ROAT) /usr/libl $( MACH64
1390 REALPATH=. . /...
1391 $(ROOT)/usr/|i b/ $( MACH64
1392 REALPATH=. . /.. /.
1393 $(ROAT) /usr/libl $( MACH64
1394 REALPATH=. . /...
1395 $(ROOT)/usr/ | i b/ $( MACH64
1396 REALPATH=. . /.. /.
1397 $(ROOT) /usr/1ib/ $( MACH64
1398 REALPATH=. . /...
1399 $(ROOT)/usr/| i b/ $( MACH64
1400 REALPATH=. . /.. /.
1401 $(ROOT)/usr/1ib/ $( MACHG4
1402 REALPATH=. . /. ..
1403 $(ROOT)/usr/| i b/ $( MACH64
1404 REALPATH=. . /.. /.
1405 $(ROOT)/usr/li b/$(l\/ACH6
1406 REALPATH=. . /. ..
1407 $(ROOT)/usr/lib/ $( MACH64
1408 REALPATH=. . /.. /.
1409 $(ROOT)/usr/li b/$(l\/ACH6
1410 REALPATH=. . /...
1411 $(ROOT)/usr/|i b/ $( MACH64
1412 REALPATH=. . /.. /.
1413 $(ROOT)/ usr/ | i b/ $( MACHG4
1414 REALPATH=. . /.. /.
1415 $(ROOT)/usr/li b/ $( MACHG
1416 REALPATH=. . /.. /.
1417 $(ROOT)/ usr/ | i b/ $( MACHE
1418 REALPATH=. . /.. /.
1419 $(ROOT)/usr/| i b/ $( MACH64
1420 REALPATH=. . /.. /.
1421 $(ROOT)/ usr/ | i b/ $( MACHE4
1422 REALPATH=. . /.. /.
1423 $(ROOT)/ usr/| i b/ $( MACH64
1424 REALPATH=. . /.. /.
1425 $(ROOT)/ usr/ | i b/ $( MACHG4
1426 REALPATH=. . /.. /.
1427 $(ROOT)/usr/| i b/ $( MACH64
1428 REALPATH=. . /...
1429 $(ROOT)/ usr/ | i b/ $( MACHG4
1430 REALPATH=. . /.. /.
1431 $(ROOT)/usr/| i b/ $( MACH64
1432 REALPATH=. . /...
1433 $(ROOT)/ usr/ | i b/ $( MACHE
1434 REALPATH=. . /.. /.
1435 $(ROOT)/usr/li b/ $( MACH64
1436 REALPATH=. . /...
1437 $(ROOT)/usr/lib/ $( MACHG
1438 REALPATH=. . /.. /.
1439 $(ROQAT) /usr/libl $( MACH64
1440 REALPATH=. . /...
1441 $(ROOT)/usr/li b/ $( MACH64
1442 REALPATH=. . /.. /.
1443 $(ROOT) /usr/1ib/ $( MACH64
1444 REALPATH=. . /...
1445 $(ROOT)/usr/lib/ $( MACH64
1446 REALPATH=. . /.. /.
1447 $(ROOT)/usr/1ib/l $( MACH64
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/ $( MACH64) / | i bw. so. 1

W, so: = \

/ $(MACHB4) / | i bw. so. 1
xnet.so.1:=\

/ $( I\/ACHG4)/I i bxnet.so. 1
xnet . so: =

/ $( NACI-BA)/I i bxnet.so.1

/
/$
/

f
$
f
$
f

f

$
d
$
d
$

S. SO \
(I\/ACI—!G4)/I|bzfs so. 1
s.so0.1: =

(NACI-|64)/I|bzfs so. 1
s_core.so: =\
$(MACH64) /1 i bzfs_core.so. 1
s_core.so.1:=\
(NACI-|64)/I|bzfs core.so. 1
isk.so.1:=\
(IVACI—B4)/I|bfd|sk so. 1

i sk.so: =
(NACH64)/I|bfd|sk so.1
ladmIn:=\

b/$(IVACHG4)/II|b ladm I n

laio.ln

b/$(NACH64)/II|b laio.ln

avl.ln:=\

i b/ $( MACHB4) /1 i b-1avl . I n

i
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Ibsmln:=\

(NACH64)/II|bIbsmIn
lc

(IVACI—B4)/II|bIcIn
lendutils. In:=\
(NAC!—B4)/II|bIchdut|IsIn
lcontract.ln:=\
(I\/ACI-B4)/II|bIcontractI
lctf.ln:=\
(NAC!-|64)/II|bIcth

I curses. | n:
(I\/AG—B4)/II|bIcursesln
I device.ln:=\
(MACH64) /1 1ib-1device.ln
Idevid.ln:=\
(MACH64) /1 1i b-1devid.In
Idevinfo.ln:=\
(NAC|-|54)/II|bIdeV|nf0In
I dhcputi|.ln:=
(NAOHSA)/IIlbIdhcputll I'n
Idl . In:=\
(l\/ACI—iG4)/IIib—IdI.In

I door.ln:=\
(MACH64) /1 i b-1door.In
lefi.ln:=\

(MACH64) /I lib-lefi.ln
lelf.ln:=\
(MACHB4) /1 1ib-lelf.In
Igen.In:=\
(MACH64) /1 i b-1gen.In
linetutil.ln:=
(MACH64) /1 lib-linetutil.In
lintl.ln:=\
(MACH64) /I lib-1intl.In

I kstat.ln:=\
(MACH64) /I lib-lkstat.In

I md5. I n: =\
(MACH64) /1 i b-1nd5.1n
Insl.ln: =\
(MACH64) /1 lib-Insl.In
Invpair.In:=\
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1448 REALPATH=. . /. ./../1ib/$(MACH64)/I1ib-Invpair.In
1449 $(ROOT)/usr/I|b/$(M¢-\C|—|64)/II|b»IpamIn—\

1450 REALPATH=. . /../../1ib/$(MACH64)/11ib-1pamIn
1451 $(ROOT)/usr/I|b/$(MAC|—I64)/II|b-Ip05|x4In—\

1452 REALPATH=. . /. ATib/ $(MACHB4) /1 1ib-Irt.In
1453 $(ROOT)/usr/I|b/$(MACH64)/II|b—|pthread.|n =\

1454 REALPATH=. ./../../1ib/ $(MACHG4)/11ib-1pthread.In
1455 $(R(I)T)/usr/||b/$(MA(3H64)/II|b-IresoIvIn:\

1456 REALPATH=. . /../../1ib/$(MACH64)/I1ib-lIresolv.In
1457 $(ROOT)/usr/I|b/$(MACI—|64)/II|b—Irpcsvc In:=\

1458 REALPATH=. . /.. /. /I|b/$(NACH64)/I ib-Irpcsve.ln
1459 $(ROOT)/usr/I|b/$(MACH64)/II|b-Irt \

1460 REALPATH=. . /... /I|b/$(I\/ACI—164)/II ib-Irt.In
1461 $(ROOT)/usr/1i b/ $(MACHE4) /1 1ib-Trtld db.|n:= \

1462 REALPATH=. . /../../1ib/$(MACHB4) /1 1ib-l1rtld_db.In
1463 $(ROOT)/ usr/ | i b/ $( MACHE4) /1 1 b-1scf.In:= \

1464 REALPATH=. . /. ./../1ib/$(MACH64)/1lib-Iscf.In
1465 $(ROOT)/usr/I|b/$(l\/ACI—|64)/II|b—Isec.In:=\

1466 REALPATH=. ./../../1ib/$(MACH64)/11ib-1sec.In
1467 $(RGJT)/usr/||b/$(l\/ACH64)/II|b-|secdb.|n:—\

1468 REALPATH=. . /.. /../1ib/$(MACH64)/11ib-1secdb.Iln
1469 $(R@T)/usr/l|b/$(I\/ACHG4)/II|b—|sendfi|e.|n:=\

1470 REALPATH=. . /../../1ib/$(MACH64)/11ib-Isendfile.ln
1471 $(ROOT)/usr/I|b/$(l\/ACHG4)/II|b-Isocket.In::\

1472 REALPATH=. . /.. /../1ib/$(MACH64)/11ib-Isocket.In
1473 $(ROOT)/usr/I|b/$(NACH64)/II|b—Isysevent In:=\

1474 REALPATH=. . /. ./../1ib/$(MACH64)/11ib-I|sysevent.
1475 $(ROOT)/usr/I|b/$(l\/ACHG4)/II|b-|tern'cap.ln::\

1476 REALPATH=. . /. ./ 1ib/$(MACHE4) /I 1ib-lterncap.In
1477 $(ROOT)/usr/I|b/$(MACHB4)/II|b—|terrr1ib.|n:=\

1478 REALPATH=. . /../../1ib/$(MACH64)/11ib-lcurses.|In
1479 $(ROOT)/usr/I|b/$(M¢-\C|—|64)/II|b-|thread.ln::\

1480 REALPATH=. . /. ./../1ib/$(MACHE4)/I1ib-Ithread.ln
1481 $(ROOT)/usr/I|b/$(MACHB4)/II|b—|thread_db.|n::\

1482 REALPATH=. . /../../lib/$(MACH64)/11ib-1c_db.In
1483 $(ROOT)/usr/I|b/$(Mf-\C|-|64)/II|b-|tsnet.ln::\

1484 REALPATH=. . /.. /../1ib/ $(MACH64)/11ib-1tsnet.In
1485 $(ROOT)/usr/I|b/$(MA(}-164)/II|b—ItsoI.In:=\

1486 REALPATH=. . /../../lib/$(MACH64)/I1ib-Itsol.In
1487 $(ROOT)/ usr/ | i b/ $( MACHE4) /| 1 b-1umem I n: = \

1488 REALPATH=. . /.. /../1ib/ $(MACH64)/11ib-1unmem | n
1489 $(ROOT)/usr/I|b/$(MACHG4)/II|b-quid.In:=\

1490 REALPATH=. . /../../1ib/$(MACH64)/11ib-luuid.In
1491 $(ROOT)/ usr/|ib/ $(MACHB4) /11 b-1xnet. I n: = \

1492 REALPATH=. . /.. /../1ib/$(MACHB4)/11ib-Ixnet.In
1493 $(ROOT)/usr/I|b/$(MAC|—I64)/II|b-szs.In:=\

1494 REALPATH=. . /. ./../1ib/$(MACH64)/11ib-1zfs.In
1495 $(ROOT)/usr/I|b/$(Mf-\CH64)/IIlb»lzfs_core.ln =\

1496 REALPATH=. . /. ./ ../1ib/$(MACHE4)/11ib-1zfs_core.In
1497 $(ROOT)/usr/I|b/$(MACH64)/II|b-|fdisk.|n:=\

1498 REALPATH=. . /.. /.. /1ib/$(MACHG4) /I lib-Ifdisk.In
1499 $(ROOT)/usr/lib/ $( Mf-\CH64)/nss conpat . so.1: =\

1500 REALPATH=. ./../../1ibl$( MACH64)/ nss_conpat . so. 1
1501 $(ROQAT)/usr/libl $( MACH64)/nss_dns. so.1:=\

1502 REALPATH=. . /.. /. /I|b/$(|\/AC|—iG4)/nss dns. so. 1
1503 $(ROOT)/usr/I|b/$(MACI—|64)/nss files.so.1:=\

1504 REALPATH=. ./../../1ib/ $(NAC|—I64)/nssf|Ies so. 1
1505 $(ROOT)/usr/I|b/$(MAO—I64)/nss nis.so.1:=\

1506 REALPATH=. . /.. /../1ib/$(MACH64)/nss_nis.so.1
1507 $(ROOT)/usr/lib/ $( I\/ACI-|64)/nss_user so0.1:=\

1508 REALPATH=. . /../../lib/ (NACH64)/nss user.so. 1
1509 $(ROOT)/usr/I|b/fn"l$(l\/AO-64)/I|bfr'revent so.1:=\

1510 REALPATH=. . /.. /.. /.. [lib/fm $(MACH64)/1i bf nevent.so. 1
1511 $(ROOT)/usr/I|b/fn1$(lvAC|-B4)/I|bfrTevent so: =\

1512 REALPATH=. . /. . /I|bfrr1$(l\/y-\C|-|64)/I|bfmevent so. 1
1513 $(RCXJT)/usr/I|b/fn‘l$(NAOH54)/II| -l fnevent.In: =\
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1514 REALPATH=. . /... . /.
1516 i 386_SYM USRLI B:

=\
1517 [usr/1ib/libfdisk.so
1518 [usr/1ib/libfdisk.so
1519 Jusr/lib/Ilib-1fdisk
1520 Jusr/1ib/11ib-1fdisk

1522 SYM USRLI B=

I1i b/ fd $(MACHB4) /1 1i b- | f mevent .

1523 $($(MACH) _SYM USRLIB)  \
1524 /1ib/libposix4.so \

1525 /1ib/libposix4.so.1 \
1526 /1iblllib-1posix4 \

1527 /1ib/llib-1posix4.In\
1528 /1ib/libthread_db.so \
1529 /1ib/libthread_db.so.1 \
1530 Jusr/lib/ld.so.1\

1531 /fusr/1ib/libadm so \

1532 /usr/lib/libadmso.1 \
1533 Jusr/lib/libaio.so \

1534 Jusr/lib/libaio.so. 1\
1535 lusr/1ib/libavl.so \

1536 /usr/lib/libavl.so.1 \
1537 [usr/1ib/libbsmso \

1538 Jusr/lib/libbsmso.1\
1539 Jusr/lib/libc.so \

1540 Jfusr/lib/libc.so.1\

1541 Jusr/lib/libc_db.so \
1542 Jusr/lib/libc_db.so.1\
1543 Jusr/lib/libcmdutils.so \
1544 Jfusr/lib/libcndutils.so. 1\
1545 Jusr/lib/libcontract.so \
1546 Jusr/lib/libcontract.so.1 \
1547 [usr/lib/libctf.so \

1548 lusr/lib/libctf.so.1 \
1549 Jusr/lib/libcurses.so \
1550 Jusr/lib/libcurses.so.1 \
1551 [usr/1ib/libdevice.so \
1552 [usr/lib/libdevice.so.1 \
1553 Jusr/lib/libdevid.so \
1554 Jusr/lib/libdevid. so.1\
1555 [usr/1ib/libdevinfo.so \
1556 [usr/1ib/libdevinfo.so.1 \
1557 [usr/1ib/libdhcpagent.so \
1558 Jusr/1ib/libdhcpagent.so.1 \
1559 Jusr/1ib/libdhcputil.so \
1560 [usr/lib/libdhcputil.so.1\
1561 Jusr/lib/libdl.so \

1562 Jfusr/lib/libdl.so. 1\
1563 [usr/lib/libdlpi.so \
1564 [usr/lib/libdlpi.so. 1\
1565 /usr/lib/libdoor.so \
1566 [usr/lib/libdoor.so.1\
1567 Jusr/lib/libefi.so \

1568 lusr/lib/libefi.so. 1\
1569 Jfusr/lib/libelf.so \

1570 Jusr/lib/libelf.so.1\
1571 Jusr/lib/libgen.so \

1572 Jusr/lib/libgen.so.1\
1573 [fusr/lib/libinetutil.so \
1574 Jusr/lib/libinetutil.so.1\
1575 Jfusr/lib/libintl.so \
1576 Jusr/lib/libintl.so. 1\
1577 lusr/lib/libkstat.so \
1578 Jusr/lib/libkstat.so.1 \
1579 Jusr/1ib/liblddbg. so. 4 \

I'n
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1580 [usr/lib/libnd.so \ 1646 [usr/lib/libw so.1\

1581 /fusr/lib/libnmd. so.1\ 1647 /usr/lib/libxnet.so \

1582 [usr/1ib/libnd5.so \ 1648 Jusr/lib/libxnet.so.1\
1583 Jusr/lib/libnd5.s0.1\ 1649 Jusr/lib/libzfs.so \

1584 [usr/lib/libneta.so \ 1650 lusr/lib/libzfs.so.1\
1585 Jfusr/lib/libneta.so.1 \ 1651 Jusr/lib/libzfs_core.so \
1586 Jusr/lib/libnp.so \ 1652 Jusr/lib/libzfs_core.so.1\
1587 Jusr/lib/libnp.so. 1\ 1653 Jfusr/lib/1lib-ladm\

1588 Jusr/lib/libnp.so.2\ 1654 Jfusr/lib/llib-ladmIn \
1589 Jfusr/lib/libnsl.so \ 1655 fusr/lib/llib-1aio\

1590 Jusr/lib/libnsl.so.1\ 1656 Jusr/lib/lIlib-laio.In\
1591 Jusr/lib/libnvpair.so \ 1657 Jusr/lib/llib-1avl \

1592 Jusr/lib/libnvpair.so.1 \ 1658 Jfusr/lib/llib-lavl.In\
1593 [usr/1ib/libpamso \ 1659 fusr/1ib/llib-1bsm\

1594 /usr/lib/libpamso.1 \ 1660 Jusr/lib/Ilib-1bsmlIn \
1595 Jusr/lib/libposix4.so \ 1661 Jusr/lib/llib-1c \

1596 Jusr/1ib/libposix4.so.1 \ 1662 Jfusr/lib/lIlib-lc.In\

1597 /usr/lib/libproc.so \ 1663 fusr/lib/Ilib-1cndutils \
1598 Jusr/lib/libproc.so.1 \ 1664 Jusr/lib/1lib-lcnmdutils.ln \
1599 Jusr/1ib/libpthread.so \ 1665 Jusr/lib/llib-lcontract \
1600 Jusr/lib/libpthread.so.1 \ 1666 Jusr/lib/llib-lcontract.In\
1601 [fusr/lib/librcmso \ 1667 fusr/lib/llib-1ctf \

1602 Jusr/lib/librcmso.1 \ 1668 Jusr/lib/IlTib-lTctf.In\
1603 Jusr/lib/libresolv.so \ 1669 fusr/lib/1lib-lcurses \
1604 Jusr/lib/libresolv.so.1 \ 1670 Jusr/lib/1lib-lcurses.In \
1605 lusr/lib/libresolv.so.2 \ 1671 lusr/lib/llib-ldevice \
1606 Jusr/lib/librestart.so \ 1672 Jusr/lib/llib-1device.ln \
1607 Jusr/lib/librestart.so.1 \ 1673 Jfusr/lib/1lib-l1devid \
1608 [usr/lib/librpcsvc.so \ 1674 Jfusr/lib/Ilib-ldevid.In \
1609 lusr/lib/librpcsve.so.1 \ 1675 Jfusr/lib/llib-l1devinfo \
1610 fusr/lib/librt.so \ 1676 Jfusr/lib/llib-1devinfo.ln \
1611 Jusr/lib/librt.so.1\ 1677 Jusr/1ib/llib-1dhcpagent \
1612 Jusr/lib/librtld.so. 1\ 1678 Jusr/1ib/llib-1dhcpagent.In \
1613 Jfusr/lib/librtld_db.so \ 1679 Jusr/lib/llib-1dhcputil \
1614 Jusr/lib/librtld_db.so.1 \ 1680 /usr/Ilb/IIlbIdhcputlI In\
1615 Jusr/lib/libscf.so \ 1681 Jfusr/lib/11ib-1dl

1616 Jusr/lib/libscf.so.1\ 1682 Jfusr/lib/11ib-1dl In\
1617 lusr/lib/libsec.so \ 1683 lusr/lib/llib- Idoor \

1618 lusr/lib/libsec.so.1 \ 1684 lusr/1ib/llib-1door.In \
1619 /usr/lib/libsecdb.so \ 1685 Jusr/lib/llib-1efi \

1620 Jusr/lib/libsecdb.so.1 \ 1686 Jfusr/lib/lIlib-lefi.In\
1621 Jusr/lib/libsendfile.so \ 1687 Jfusr/lib/llib-lelf \

1622 lusr/lib/libsendfile.so. 1\ 1688 fusr/lib/Ilib-Telf.In\
1623 /usr/lib/libsocket.so \ 1689 Jusr/lib/llib-1gen \

1624 Jusr/lib/libsocket.so.1 \ 1690 fusr/lib/llib-lgen.In\
1625 Jusr/lib/libsysevent.so \ 1691 Jfusr/lib/Ilib-linetutil \
1626 lusr/lib/libsysevent.so.1 \ 1692 fusr/lib/llib-linetutil.In\
1627 Jusr/1ib/libterncap.so \ 1693 Jusr/lib/ITib-Tintl \

1628 Jusr/lib/libterncap.so.1 \ 1694 Jusr/lib/Ilib-lTintl.In\
1629 Jusr/lib/libtermib.so \ 1695 Jfusr/lib/llib-lkstat \
1630 Jusr/lib/libtermib.so.1\ 1696 lfusr/lib/lIlib-lkstat.ln \
1631 Jusr/lib/libthread.so \ 1697 Jusr/1ib/11ib-1m5 \

1632 Jusr/lib/libthread.so.1 \ 1698 fusr/lib/11ib-1md5.1n\
1633 Jusr/lib/libthread_db.so \ 1699 fusr/lib/lIlib-lmeta \

1634 lusr/lib/libthread_db.so.1 \ 1700 Jfusr/lib/lIlib-lmeta.In \
1635 Jusr/lib/libtsnet.so \ 1701 fusr/lib/llib-1nsl \

1636 Jusr/lib/libtsnet.so.1 \ 1702 Jusr/lib/Ilib-Insl.In\
1637 /usr/lib/libtsol.so \ 1703 fusr/lib/Ilib-lnvpair \
1638 lusr/lib/libtsol.so.2 \ 1704 Jfusr/lib/1lib-Invpair.ln\
1639 [fusr/lib/libumemso \ 1705 fusr/1ib/llib-1pam\

1640 Jusr/lib/libumemso.1 \ 1706 Jusr/lib/lIlib-1pamIn \
1641 Jusr/1ib/libuuid. so \ 1707 Jusr/lib/llib-1posix4 \
1642 [usr/1ib/libuuid.so. 1\ 1708 Jusr/1lib/11ib-1posix4.ln\
1643 lusr/lib/libuutil.so \ 1709 lusr/1ib/llib-1pthread \
1644 Jusr/lib/libuutil.so.1 \ 1710 Jusr/lib/llib-1pthread.In \
1645 Jusr/lib/libw so \ 1711 Jusr/lib/llib-lresolv \
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1712 Jusr/lib/llib-lresolv.ln\
1713 Jusr/lib/llib-1rpcsve \
1714 Jusr/lib/llib-1rpcsvc.ln \
1715 Jfusr/lib/1Tib-1rt \

1716 fusr/lib/1Ilib-Irt.In\
1717 Jfusr/lib/1lib-1rtld_db \
1718 Jusr/lib/1lib-Irtld_db.In\
1719 Jfusr/lib/Ilib-1scf \

1720 Jfusr/lib/lIlib-Iscf.In\
1721 lusr/lib/llib-1sec \

1722 Jusr/lib/llib-Isec.In\
1723 Jusr/lib/llib-1secdb \

1724 Jusr/lib/llib-l1secdb.ln \
1725 fusr/lib/llib-1sendfile \
1726 Jusr/lib/llib-1sendfile.ln \
1727 Jusr/1lib/llib-lsocket \
1728 Jusr/lib/llib-l1socket.ln \
1729 fusr/lib/llib-1sysevent \
1730 Jusr/lib/llib-1sysevent.ln \
1731 Jusr/lib/llib-1terncap \
1732 /usr/llb/lllblterncap.ln\
1733 lusr/lib/llib-lte ib\
1734 /usr/llbllllblterrmb.ln\
1735 fusr/lib/1lib-lthread \
1736 Jfusr/lib/llib-lthread.ln \
1737 lfusr/lib/llib-lthread_db \
1738 Jusr/lib/llib-1thread_db.In \
1739 Jusr/lib/llib-1tsnet \

1740 Jusr/lib/lIlib-ltsnet.In \
1741 Jfusr/lib/llib-l1tsol \

1742 Jusr/lib/llib-1tsol.ln\
1743 Jusr/1ib/lI1ib-1umem\

1744 Jusr/lib/1lib-1umemln \
1745 Jfusr/lib/1lib-luuid\

1746 fusr/lib/11ib-Tuuid.In\
1747 Jfusr/1lib/11ib-1xnet \

1748 Jusr/lib/llib-1xnet.ln \
1749 lfusr/lib/llib-1zfs \

1750 fusr/lib/lIlib-1zfs.In\
1751 Jusr/lib/llib-1zfs_core \
1752 Jusr/lib/llib-1zfs core.ln \
1753 /usr/liblnss_conpat.so.1 \
1754 lusr/lib/nss_dns.so.1 \

1755 Jusr/lib/nss_files.so.1 \
1756 Jusr/lib/nss_nis.so.1\

1757 /usr/libl/nss user.so.1 \
1758 [usr/lib/fmlibfmevent.so \
1759 Jusr/lib/fmlibfnmevent.so.1 \
1760 fusr/lib/fm1lib-Ifmevent \
1761 Jusr/lib/fmllib-1fnevent.In

1763 sparcv9_SYM USRLI B64=

1765 and64_SYM USRLI B64= \

1766 [usr/1ib/aml64/|i bfdisk.so \
1767 Jusr/lib/and64/1i bfdi sk.so. 1 \
1768 Jusr/lib/amd64/11ib-1fdisk.In
1771 SYM USRLI B64= \

1772 $($( MACHB4) _SYM USRLI B64)

1773 /1i bl $(MACH64) /1 i bposi x4.so \
1774 /1i bl $(MACH64) /1 i bposi x4.so0.1 \
1775 /i b/ $(MACHE4) /| | i b-1posix4.1n \
1776 /1ibl$(MACH64)/1i bt hread_db. so \
1777 /1ibl $(MACH64) /| i bt hr ead_db. so. 1 \
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1778 Jusr/lib/$(MACH64)/1d.so.1 \

1779 [usr/1ib/$(MACH64) /i badm so \

1780 Jusr/1ibl/$(MACH64)/1ibadm so.1 \
1781 /usr/1ib/$(MACH64) /I i bai 0.so \

1782 /usr/1ib/$(MACH64)/Ii bai 0.s0.1 \
1783 /usr/1ib/$(MACH64)/Iibavl.so \

1784 [usr/1ib/$(MACH64)/Iibavl.so.1 \
1785 [usr/1ibl/ $(MACH64) /i bbsm so \

1786 /usr/1ib/$(MACH64)/I|ibbsm so.1 \
1787 Jusr/1ib/$(MACH64)/1ibc.so \

1788 [usr/1ib/$(MACH64)/1ibc.so.1 \

1789 Jusr/1ibl $(MACH64) /i bc_db.so \
1790 /usr/1ib/$(MACH64) /Il ibc_db.so.1 \
1791 Jusr/1ib/$(MACH64) /Il ibcndutils.so \
1792 fusr/1ib/$(MACH64) /| ibcndutils.so. 1\
1793 Jusr/libl$(MACH64)/1ibcontract.so \
1794 /usr/1ib/$(MACH64)/I|ibcontract.so.1 \
1795 /usr/1ib/$(MACH64)/libctf.so \

1796 fusr/1ib/$(MACHG4) /I ibctf.so.1 \
1797 Jusr/libl/$(MACH64)/1i bcurses.so \
1798 Jusr/1ib/$(MACH64)/Iibcurses.so.1 \
1799 /usr/1ib/$(MACH64) /I i bdevi ce.so \
1800 lusr/1ib/$(MACH64) /1 i bdevice.so.1 \
1801 /usr/1ibl/$(MACH64)/1i bdevid.so \
1802 [usr/lib/$(MACH64) /i bdevid. so.1 \
1803 [usr/1ib/$(MACH64) /I i bdevi nfo.so \
1804 [usr/1ib/$(MACHE4) /1 i bdevinfo.so.1 \
1805 Jusr/1ibl/$(MACH64) /1 i bdhcputil.so \
1806 [usr/1ib/$(MACHE4) /I i bdhcputl l.so0.1\
1807 /usr/1ib/$(MACH64) /i bdl.so \

1808 lusr/1ib/$(MACHG4) /i bdl . so 1\
1809 [usr/1ib/$(MACHE4) /i bdl pi.so \
1810 /usr/1ib/ $( MACH64) /1 i bdl pi 1\
1811 /usr/1ib/$(MACH64) /| i bdoor. so \
1812 /usr/1ib/$(MACH64) /I i bdoor.so.1 \
1813 [usr/1ib/$(MACH64) /i befi.so \

1814 Jusr/1ibl/$(MACH64)/1ibefi.so.1 \
1815 Jusr/1ib/$(MACH64)/Iibelf.so \

1816 lusr/lib/$(MACH64) /| i bel f.so.1 \
1817 /usr/1ib/$(MACH64)/1ibgen.so \

1818 Jusr/1ibl/$(MACH64)/1i bgen.so.1 \
1819 Jusr/1ib/$(MACH64) /I i binetutil.so \
1820 /usr/1ib/$(MACH64) /i binetutil.so.1\
1821 [usr/1ib/$(MACH64) /I i bi .s0 \
1822 [usr/1ib/$(MACHE4) /| i bi .so0. 1\
1823 /usr/1ib/$(MACH64) /I i bkst at.so \
1824 /usr/1ib/$(MACH64) /i bkstat.so.1 \
1825 [usr/1ib/$(MACH64)/1i bl ddbg. so. 4 \
1826 [usr/1ibl $(MACH64) /i bnd. so \

1827 /usr/1ib/$(MACH64)/Iibnd. so. 1 \
1828 [usr/1ib/$(MACH64) /i bnd5. so \

1829 [usr/1ib/$(MACH64) /i bnd5. so. 1 \
1830 Jusr/1ibl/ $(MACH64) /i bnp.so \

1831 Jusr/1ibl $(MACH64) /i bnp.so.2 \
1832 Jusr/1ib/$(MACH64)/Iibnsl.so \

1833 /usr/1ib/$(MACH64)/libnsl.so.1 \
1834 [usr/1ib/$(MACHE4) /1 ibnvpair.so \
1835 Jusr/1ib/ $(MACH64) /i bnvpair.so.1 \
1836 /usr/1ib/$(MACH64) /i bpam so \

1837 lusr/lib/$(MACH64) /| i bpam so.1 \
1838 /usr/1ib/$(MACH64) /I i bposi x4.so \
1839 Jusr/libl/$(MACH64) /1 i bposi x4.s0.1 \
1840 /usr/1ib/$(MACH64) /I i bproc.so \
1841 lusr/lib/$(MACH64) /| i bproc.so.1 \
1842 /usr/1ib/$(MACH64)/1i bpt hread. so \
1843 Jusr/1ibl/$(MACH64)/1i bpt hread. so.1 \
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1844 [usr/ MACH64 brcmso \

1845 [ usr/ MACH64 brcmso. 1\
1846 [usr/ MACH64 bresolv.so \
1847 [usr/ MACH64 bresolv.so.2 \
1848 [usr/ MACH64 brestart.so \
1849 [usr/ MACH64 brestart.so.1 \
1850 [ usr/ MACH64 brpcsvc. so \
1851 [usr/ MACH64 brpcsve.so. 1\
1852 [usr/ MACH64 brt.so \

1853 [usr/ MACH64 brt.so.1 \

1854 [ usr/ MACH64 brtld.so.1 \
1855 [usr/ MACH64 brtld_db.so \
1856 [usr/ MACH64 brtld_db.so.1 \
1857 [usr/ MACH64 bscf.so \

1858 /usr/ MACH64 bscf.so.1 \
1859 [usr/ MACH64 bsec.so \

1860 [usr/ MACH64 bsec.so. 1\
1861 [usr/ MACH64 bsecdb. so \
1862 [ usr/ MACH64 bsecdb. so.1 \
1863 [usr/ MACH64 bsendfile.so \
1864 [usr/ MACH64 bsendfile.so.1 \
1865 [usr/ MACH64 bsocket.so \
1866 /usr/ MACH64 bsocket.so.1 \
1867 [ usr/ MACH64 bsysevent.so \
1868 [usr/ MACH64 bsysevent.so.1 \
1869 [usr/ MACH64 bt erntap. so \
1870 [usr/ MACH64 bterncap. so. 1 \

Li b/ $( Y/
li b/ $( W
li b/ $( WAk
i b/ $( Y/
i b/ $( Y/
Li b/ $( WAk
i b/ $( WAk
i b/ $( WAk
li b/ $( Y/
li b/ $( W
li b/ $( WAk
i b/ $( Ak
i b/ $( Y/
li b/ $( WAk
Li b/ $( WAk
i b/ $( Ak
i b/ $( Y/
Li b/ $( WAk
Li b/ $( WAk
i b/ $( WAk
i b/ $( Y/
li b/ $( WAk
Li b/ $( WAk
i b/ $( WAk
i b/ $( Y/
i b/ $( Ak
Li b/ $( WAk
i b/ $( WAk
i b/ $( Y/
i b/ $( Y/
li b/ $( Ak
Li b/ $( WAk
1876 fusr/ i b/ $( MACHB4) /| i
i b/ $( Y/
li b/ $( WAk
Li b/ $( WAk
i b/ $( WAk
i b/ $( Y/
li b/ $( Ak
Li b/ $( WAk
i b/ $( WAk
i b/ $( Ak
li b/ $( WAk
Li b/ $( WAk
i b/ $( WAk
i b/ $( Y/
li b/ $( WAk
Li b/ $( WAk
i b/ $( WAk
i b/ $( Y/
li b/ $( Ak
Li b/ $( W
i b/ $( )
i b/ $( )
i b/ $( )/
li b/ $( W
Li b/ $( W
i b/ $( )
i b/ $( )/
li b/ $( W
li b/ $( W
i b/ $( )
i b/ $( )/
li b/ $( W
li b/ $( W
i b/ $( )1

1871 [usr/ MACH64 btermib.so \

1872 [usr/ MACH64 btermib.so.1 \

1873 [usr/ MACH64 bt hread. so \

1874 [usr/ MACH64 bt hread. so.1 \

1875 [usr/ MACH64 bt hread_db. so \
bt hr ead_db. so. 1 \

1877 [usr/ MACH64 btsnet.so \

1878 [usr/ MACH64 btsnet.so.1 \

1879 /usr/ MACH64 btsol .so \

1880 [usr/ MACH64 btsol .so0.2 \

1881 [usr/ MACH64 bunem so \

1882 [usr/ MACH64 bumem so. 1 \

1883 /usr/ MACH64 buui d. so \

1884 [usr/ MACH64 buui d.so. 1\

1885 [usr/ MACH64 buutil.so \

1886 [usr/ MACH64 buutil.so.1 \

1887 [ usr/ MACH64 bw. so \

1888 [usr/ MACH64 bw. so.1 \

1889 [usr/ MACH64 bxnet.so \

1890 [usr/ MACH64 bxnet.so.1 \

1891 /usr/ MACH64 bzfs.so \

1892 [usr/ MACH64 bzfs.so. 1\

1893 [usr/ MACH64 bzfs_core.so \

1894 [usr/ MACH64 bzfs_core so. 1\

1895 [usr/ MACH64 ib-ladmln \

1896 [usr/ MACHG4 ib-laio.In\

1897 [usr/ MACHG64 ib-lavl.In\

1898 [usr/ MACH64 ib-1bsmin \

1899 [usr/ MACH64 ib-lc.ln\

1900 [usr/ MACH64 ib-lcndutils.ln\

1901 [usr/ MACH64 ib-lcontract.In \

1902 [usr/ MACH64 ib-lctf.In\

1903 [usr/ MACH64 ib-lcurses.In\

1904 /usr/ MACH64 ib-ldevice.ln \

1905 [usr/ MACHG4 ib-ldevid.In \

1906 [usr/ MACH64 ib-ldevinfo.ln \

1907 [usr/ MACH64 i b-1dhcputil.ln\

1908 /usr/ MACH64 ib-1dl.In

1909 [usr/ MACHG4 ib-ldoor.In\
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1910 lusr/libl/
1911 Jusr/lib/
1912 lusr/lib/
1913 lusr/libl/
1914 lusr/libl/
1915 [usr/lib/
1916 [usr/lib/
1917 Jusr/lib/
1918 lusr/libl/
1919 [usr/lib/
1920 Jusr/lib/
1921 Jusr/lib/
1922 lusr/libl/
1923 [usr/lib/
1924 Jusr/lib/
1925 Jusr/lib/
1926 lusr/lib/
1927 [usr/lib/
1928 Jusr/lib/
1929 Jusr/lib/
1930 lusr/lib/
1931 lusr/libl/
1932 Jusr/lib/
1933 lusr/lib/
1934 lusr/libl/
1935 lusr/libl/
1936 lusr/lib/
1937 lusr/lib/
1938 lusr/libl/
1939 lusr/libl/
1940 [usr/lib/
1941 Jusr/lib/
1942 Jusr/lib/
1943 lusr/libl/
1944 [usr/lib/
1945 Jusr/lib/
1946 Jusr/lib/
1947 lusr/libl/
1948 [usr/lib/
1949 Jusr/lib/
1950 Jusr/lib/
1952 #

1953 # usr/src/ Makefile uses INS.dir for any nenber of ROOTDI RS,
1954 # these are syminks to files has no bearing on this.

1955 #

(MACH64) /I lib-lefi.ln\
(MACHB4) /1 lib-lelf.In\
(MACH64) /I lib-1gen.In \
(MACH64) /I lib-linetutil.In
(MACH64) /I lib-1Tintl.In\
(MACH64) /1 li b-lkstat.ln \
(MACH64) /1 1ib-1md5.1n \
(MACH64) /I lib-Insl.In\
(MACH64) /I l'ib-1nvpair.In\
(MACH64) /1 1ib-1pamln \
(MACH64) /1 1ib-1posix4.ln\
(MACH64) /1 1ib-1pthread.In
(MACH64) /I lib-lresolv.In\
(MACH64) /1 lib-lrpcsve.ln \
(MACHB4) /1 lib-Irt.In\
(MACHB64) /1 1ib-Irtld_db.In
(MACH64) /I lib-1scf.ln\
(MACH64) /1 1ib-1sec.ln \
(MACH64) /1 1i b-1secdb.ln \
(MACHB4) /1 1i b-1sendfile.ln
(MACH64) /| |'i b-1socket.In \
(MACH64) /1 1ib-1sysevent.|n
(MACH64) /1 1ib-lterntap.In
(MACHB4) /1 lib-Itermib.In
(MACH64) /I lib-1thread.In \
(MACH64) /1 1'i b-1thread_db. |
(MACH64) /1 1ib-ltsnet.ln \
(MACH64) /1 1ib-1tsol.In \
(MACH64) /1 1'i b-1umem I n \
(MACHG4)/II|bIUU|dIn\
(MACH64) /1 1ib-1xnet.In\
(MACHB4) /1 1ib-1zfs.In \
(MACH64) /I i b-1zfs_core.ln
( MACH64) / nss_conpat . so. 1 \
(MACH64) / nss_dns. so. 1 \
(MACH64) / nss_files.so.1 \
(MACH64) / nss_ni s.so.1 \

MACH64) / nss_user.so. 1 \

(MACH64) /| i bf mevent . so
(MACH64) / 1 i bf mevent . so.
(MACH64) /I 1'i b-1fnevent.

9’-}%69

1956 $(FI LELI NKS %=$( ROOT) % : =

1957 INS. dir= -$(RV $@ $(SYNLI NK) $(REALPATH) $@

—

—

\

\
1\
I'n

the fact
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new usr/src/cnd/ devf sadni i 386/ Makefil e
Bring back LX zones.

R R R R R R

1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.

7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions

11 # and limtations under the License.

12 #

13 # Wen distributing Covered Code, include this CDDL HEADER in each

14 # file and include the License file at usr/src/ OPENSCLARI S. LI CENSE.
15 # |f applicable, add the follow ng below this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]

18 #

19 # CDDL HEADER END

20 #

21 #

22 # Copyright (c) 1998, 2010, Oracle and/or its affiliates. Al rights reserved.
23 #

24 #ident "%Z%4W6 % % %E% SM "
25 #endif /* ! codereview */

27 LINK_OBJS_i 386 =\

28 m sc_link_i386.0 \
29 I'x_link_i386.0 \
30 #endif /* 1 codereview */
31 xen_link.o

33 Ix_link_i386.0 I x_link_i386.po Ix_link_i386.In := CPPFLAGS += -1 $( UTSBASE)/ commmo
34 #endif /* | codereview */

36 xen_link.o xen_link.In xen_link.po := CPPFLAGS += -|$(UTSBASE) /i 86xpv
38 include ../ Makefile.com
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R R R R
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new usr/src/cnd/ devfsadnf i 386/ 1 x_| i nk_i 386. ¢
Bring back LX zones.

R R R R R R

1/*

2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
*/

22 /| *

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #pragma ident " VLYW N % %% SM "

29 #include <devfsadm h>

30 #include <strings. h>

31 #include <stdio.h>

32 #include <sys/|x_ptm h>
33 #include <sys/|x_audio. h>

35 static int Ix_ptn(di _mnor_t mnor, di_node_t node);
36 static int | x_audio(di_mnor_t minor, di_node_t node);
37 static int | x_systrace(di _minor_t minor, di_node_t node);

39 static devfsadmcreate_t |x_create_cht[] = {

40 { "pseudo", "ddi_pseudo", LX PTM DRV,

41 TYPE_EXACT | DRV_EXACT, ILEVEL_O, Ix_ptm},

42 { "pseudo", "ddi _pseudo", LX_AUDI O DRV,

43 TYPE_EXACT | DRV_EXACT, TLEVEL 0, Ix_audio },
44 { "pseudo", "ddi_pseudo", "Ix_systrace",

45 ) TYPE_EXACT | DRV_EXACT, |LEVEL_O, |x_systrace },
46 };

48 DEVFSADM CREATE_I NI T_VO(| x_create_cht);

50 static int
51 I x_ptm(di _m nor_t mnor, di_node_t node)
{

52

53 char *mane = di _m nor_nanme(m nor);

55 if (strcmp(LX_PTM_M NOR_NCDE, me) == 0)

56 (voi d) devfsadm mkl i nk( br and/ I x/ pt nx", node, mnor, 0);
58 return ( DEVFSADM CONTI NUE) ;

59 }

61 static int

new usr/src/cnd/ devfsadnf i 386/ 1 x_| i nk_i 386. c

62 | x_audi o(di _mi nor_t minor, di_node_t node)
{

63

64 char *mmane = di _mi nor _nane(m nor);

66 if (strcnp(LXA_M NORNAME_DEVCTL, mmane) == 0)

67 (voi d) “devfsadm nkl i nk("brand/| x/ audl o_devctl", node,
68 if (strcn'p(LXAMNCRNANEDSP mane) == 0)

69 (voi d) devfsadm nklink("brand/|x/dsp", node, mnor,
70 if (strcr’rp(LXAMNG?NANEMXER mane) == 0

71 (voi d) devfsadm nklink("brand/|x/m xer", node, m nor,
73 return ( DEVFSADM CONTI NUE) ;

74 }

76 static int
77 1 x_systrace(di _m nor_t mnor, di_node_t node)

78

79 char *mmane = di _ni nor _nane(m nor);

80 char pat h[ MAXPATHLEN] ;

82 (void) snprintf(path, sizeof (path), "dtrace/provider/ %",
83 (voi d) devfsadm nklink(path, node, mnor, 0);

85 return ( DEVFSADM CONTI NUE) ;

}
87 #endif /* ! codereview */

m nor,

0);

0);

mane) ;

0);
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__unchanged_portion_onitted_

1724 int

1725 mai n(int argc, char **argv)

1726 {

1727 int arg, console = 0;

1728 zonei d_t zoneid;

1729 zone_state_t st;

1730 char *login = "root";

1731 int 1flag = 0;

1732 char *zonenane = NULL

1733 char **proc_args = NULL;

1734 char **new_args, **new_env;

1735 sigset _t block_cld;

1736 char devr oot [ MAXPATHLEN ;

1737 char *slavenane, sl aveshortnane[ MAXPATHLEN ;
1738 priv_set_t *privset;

1739 int tnpl_fd;

1740 char zonebr and[ MAXNAVELEN] ;

1741 char def aul t _brand[ MAXNAMELEN ;

1742 struct stat sb;

1743 char kernzone[ ZONENAME_MAX] ;

1744 brand_handl e_t bh;

1745 char user_cnd[ MAXPATHLEN] ;

1746 char aut hname[ MAXAUTHS] ;

1748 (void) setlocal e(LC_ALL, "");

1749 (voi d) textdomai n( TEXT_DOVAIN) ;

1751 (voi d) getpnane(argv[O0]);

1752 usernane = get_usernane();

1754 while ((arg = getopt(argc, argv, "ECR Se:l:Q"))
1755 switch (arg)

1756 case 'C:

1757 console = 1;

1758 br eak;

1759 case 'E':

1760 nocrmdchar = 1;

1761 br eak;

1762 case 'R : /* undocunented */
1763 if (*optarg !'="/") {
1764 zerror(gettext("root path nust be absolute."));
1765 exit(2)

1766 }

1767 if (stat(optarg, &shb) == -1 ||
1768 zerror(

1769 gettext("root path nust
1770 exit(2)

1771 }

1772 zonecf g_set_root(optarg);
1773 break;

1774 case 'Q:

1775 quiet = 1;

1776 break;

1777 case 'S

1778 failsafe = 1

1779 br eak;

1780 case 'e’:

1781 set _cndchar (optarg);

1782 br eak;

!'S_I SDIR(sb. st _node)) {

be a directory."))
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1783
1784
1785
1786
1787
1788
1789
1790

1792
1793
1794
1795

1797
1798
1799
1800

1802
1803
1804
1805

1807
1808
1809
1810

1812
1813
1814
1815
1816
1817
1818
1819
1820
1821
1822
1823
1824
1825
1826
1827
1828
1829
1830
1831
1832

1834
1835
1836
1837
1838

1840
1841
1842
1843
1844

1846
1847
1848

case '|’:
login = optarg;
Iflag = 1;
br eak;
defaul t:
usage();
}
}
if (console !=0 & Iflag != 0)
zerror(gettext("-1 may not be specified for console login"));
usage();

}

if (console !'=0 && failsafe !=0)

zerror(gettext("-S may not be specified for console login"));

usage();

}

if (console != 0 &% zonecfg_in_alt_root()) {
zerror(gettext("-R may not be specified for console login"));
exit(2);

}

if (failsafe '= 0 & Iflag != 0)
zerror(gettext("-1 may not be specified for failsafe login"));
usage() ;

}

if (optind == (argc - 1)) {
/*

* zone nane, no process nane; this should be an interactive

*/as long as STDINis really a tty.
*
if (isatty(STD N_FILENO))
interactive = 1;
zonenanme = argv[optind];
} else if (optind < (argc - 1)) {
if (console)

zerror(gettext("Comands may not be specified for

"consol e login."));
usage();

/* zone nane and process nane, and possibly some args */

zonenane = argv[optind];
proc_args = &argv[optind + 1];
Interactive = 0;

} else {

} usage();

if (getzoneid() != GLOBAL_ZONEID) {
zerror(gettext("' %’ may only be used fromthe gl obal
pnane) ;
return (1);

}
if (strcnp(zonename, GLOBAL_ZONENAME) ==

) o
zerror(gettext("' %’ not applicable to the global zone"),

pnane) ;
return (1);

}

if (zone_get_state(zonenane, &st) != Z_OK) {
zerror(gettext("zone %’ unknown"), zonenane);
return (1);
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1849 } 1915 * The console is a separate case fromthe rest of the code; handle
1916 * it first.
1851 if (st < ZONE_STATE I NSTALLED) { 1917 */
1852 zerror(gettext("cannot login to a zone whichis '%'"), 1918 if (console) {
1853 zone_state_str(st)); 1919 1=
1854 return (1); 1920 * Ensure that zoneadnd for this zone is running.
1855 } 1921 */
1922 if (start_zoneadnd(zonenane) == -1)
1857 /* 1923 return (1);
1858 * In both consol e and non-consol e cases, we require all privs.
1859 * In the consol e case, because we may need to startup zoneadnd. 1925 /*
1860 * In the non-consol e case in order to do zone_enter(2), zonept() 1926 * Make contact with zoneadnd.
1861 * and ot her tasks. 1927 */
1862 */ 1928 if (get_consol e_master(zonenane) == -1)
1929 return (1);
1864 if ((privset = priv_allocset()) == NULL) {
1865 zper ror(gettext( priv_allocset failed")); 1931 if (!quiet)
1866 return (1); 1932 (void) printf(
1867 } 1933 gettext("[Connected to zone ' %’ console]l\n"),
1934 zonenane) ;
1869 if (getppriv(PR V_EFFECTIVE, privset) !=0) {
1870 zperror(gettext("getppriv failed")); 1936 if (set_tty_rawrode(STDI N_FILENO) == -1) {
1871 priv_freeset(privset); 1937 reset _tty();
1872 return (1); 1938 zperror(gettext( failed to set stdin pty to raw node"));
1873 } 1939 return (1);
1940 }
1875 if (priv_isfullset(privset) == B_FALSE)
1876 zerror(gettext("You lack sufficient privilege to run " 1942 (voi d) sigset(SIGNNCH, sigw nch);
1877 "this conmand (all privs required)")); 1943 (voi d) sigw nch(0);
1878 priv_freeset(privset);
1879 return (1); 1945 /*
1880 } 1946 * Run the I/O loop until we get disconnected.
1881 priv_freeset(privset); 1947 *
1948 doi o(masterfd, -1, masterfd, -1, -1, B_FALSE);
1883 I* 1949 reset _tty();
1884 * Check if user is authorized for requested usage of the zone 1950 if (lquiet)
1885 */ 1951 (void) printf(
1952 gettext ("\n[ Connection to zone ' %’ console "
1887 (voi d) snprintf(aut hnane, MAXAUTHS, "%%%", 1953 "cl osed]\n"), zonenane);
1888 ONE_MANAGE_AUTH, KV_OBJECT, zonenanE)
1889 if (chkaut hattr(authnams usernarre) == 0) { 1955 return (0);
1890 if (console) { 1956 }
1891 zerror(gettext("% is not authorized for console "
1892 "access to % zone."), 1958 if (st != ZONE_STATE_RUNNI NG && st != ZONE_STATE_MOUNTED) {
1893 user nane, zonenane); 1959 zerror(gettext("l ogin allowed only to running zones "
1894 return (1); 1960 "(% is "¥%’')."), zonenanme, zone_state_str(st));
1895 } else { 1961 return (1);
1896 (void) snprintf(authname, MAXAUTHS, "%%%", 1962 }
1897 ZONE_LOG N_AUTH, KV_OBJECT, zonenarre)
1898 if (failsafe |[ !interactive) { 1964 (void) strlcpy(kernzone, zonenanme, sizeof (kernzone));
1899 zerror(gettext ("% is not authorized for " 1965 if (zonecfg_in_alt_root())
1900 "failsafe or non-interactive login " 1966 FILE *fp = zonecfg_open_scratch("", B_FALSE);
1901 "to 9% zone."), username, zonenane);
1902 return (1); 1968 if (fp == NULL || zonecfg_find_scratch(fp, zonenane,
1903 } else if (chkaut hattr(aut hnarme, usernane) == 0) { 1969 zonecfg_get _root(), kernzone, sizeof (kernzone)) == -1) {
1904 zerror(gettext("% is not authorl zed ' 1970 zerror(gettext("cannot find scratch zone %"),
1905 " tologinto % zone."), 1971 zonenane) ;
1906 usernanme, zonenane); 1972 if (fp !'= NULL)
1907 return (1); 1973 zonecf g_cl ose_scratch(fp);
1908 } 1974 return (1);
1909 } 1975 }
1910 } else { 1976 zonecf g_cl ose_scratch(fp);
1911 forced_l ogin = B_TRUE; 1977 }
1912 }

1979 if ((zoneid = getzonei dbynanme(kernzone)) == -1) {
1914 /* 1980 zerror(gettext("failed to get zoneid for zone '%’' "),
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2046

zonenane) ;
return (1);

}
/*
* W need the zone root path only if we are setting up a pty.
*
/

if (zone_get_devroot (zonenane, devroot, sizeof (devroot)) == -1) {

zerror(gettext(“could not get dev path for zone ¥%"),
zonenane) ;

return (1);

}

if (zone_get_brand(zonenanme, zonebrand, sizeof (zonebrand)) !'= Z OK) {
zerror(gettext("could not get brand for zone %"), zonenane);
return (1);

}

/*

* In the alternate root environment, the only supported

* operations are nount and unmount. In this case, just treat

* the zone as native if it is cluster. Custer zones can be

* native for the purpose of LU or upgrade, and the cluster

* brand nay not exist in the miniroot (such as in net install

*

upgr ade) .

if (zonecfg_defaul t_brand(defaul t_brand,

si zeof (default brand)) 1= Z OK)
zerror(gettext("unable to determne default brand"));
return (1);

}
if (zonecfg_in_alt_root() &&
strcnp(zonebrand, CLUSTER BRAND NAME) == 0) {
(void) strlcpy(zonebrand, default brand si zeof (zonebrand));

}

if ((bh = brand_open(zonebrand)) == NULL) {
zerror(gettext("could not open brand for zone %"), zonenane);
return (1);

}

if ((new_args = prep_args(bh, login, proc_args)) == NULL) {
zperror(gettext("could not assenble new argunments"));
brand_cl ose(bh);
return (1);

}

/*

* Cet the brand specific user_cmd. This command is used to get

* a passwd(4) entry for 1ogin.

*

/

if (linteractive & !failsafe) {
if (zone_get_user_cnd(bh, |ogin, user_cnd,

si zeof (user_cmd)) == NULL) {
zerror(gettext("could not get user_cnd for zone %"),
zonenane) ;
brand_cl ose(bh);
return (1);
) }
brand_cl ose(bh);
if ((new_env = prep_env()) == NULL) {
zperror(gettext("could not assenble new environnent"));
return (1);
}

if (linteractive)
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2047
2048

2050
2051
2052
2053
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2057
2058
2059
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2062
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2107
2108
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2110
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2112

return (noninteractive_| ogi n(zonenane, user_cnd, zoneid,
new_args, new_env));

if (zonecfg_in_alt_root())
zerror(gettext("cannot use interactive login with scratch "
"zone"));
return (1);

}

/*

* Things are nore conplex in interactive node; we get the

* master side of the pty, then place the user’s termnal into
* raw node.

*

/

if (get_master_pty() == -1) {
zerror(gettext( could not setup naster pty device"));
return (1);

}

/*

* Conpute the "short nanme" of the pts. /dev/pts/2 --> pts/2

*

/

if ((slavenane = ptsnane(rrasterfd)) == NULL) {
zperror(gettext("failed to get nane for pseudo-tty"));
return (1);

}

if (strncnp(slavenane, "/dev/", strlen("/dev/")) == 0

)
(void) strlcpy(slaveshortnane, slavename + strlen("/dev/"),
si zeof (slaveshortnane));

el se
(void) strlcpy(slaveshortnane, slavenaneg,
si zeof (slaveshortnane));
if (lquiet)
(void) printf(gettext("[Connected to zone '%’ 9%]\n"),
zonenane, sl aveshortnane);
if (set_tty_rawnpde(STDI N _FILENO == -1) {
reset _tty();
zperror(gettext( failed to set stdin pty to raw node"));
return (1);
}

if (prefork_dropprivs() !'=10) {
reset _tty();
zperror(gettext("could not allocate privilege set"));

return (1);
}
/*
* We nust mask SIGCLD until after we have coped with the fork
* sufficiently to deal with it; otherwise we can race and receive the
* signal before child_pid has been initialized (yes, this really
* happens).
*/
(voi d) sigset(SIGCLD, sigcld);
(voi d) sigenptyset (&bl ock_cl d)
(voi d) sigaddset (&bl ock_cld, Si GCLD) ;
(voi d) sigprocmsk(SlI G BLOCK, &bl ock_cld, NULL);
/

We activate the contract tenplate at the last minute to
avoid internmediate functions that could be using fork(2)
internally.

((tpl _fd = init_tenplate()) == -1) {
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2178

if ((chi

} else i

reset _tty();
zperror(gettext("could not create contract"));
return (1);

ld_pid = fork()) == -1) {

(void) ct_tnpl_clear(tnpl_fd);

reset _tty();

zperror(gettext("could not fork"));
return (1);

f (child_pid == 0) { /* child process */
int slavefd, newslave;

(void) ct_tnpl _clear(tnpl_fd);
(void) close(tnpl_fd);

(voi d) sigprocmask(SI G UNBLOCK, &bl ock_cld, NULL);

if ((slavefd = init_slave_pty(zoneid, devroot)) == -1)
return (1);

/*
* Close all fds except for the slave pty.
*

(void) fdwal k(close_func, &slavefd);

/*
* Tenporarily dup slavefd to stderr; that way if we have
* to print out that zone_enter failed, the output will
* have sonewhere to go.
*/
if (slavefd !'= STDERR FI LENO)
(void) dup2(slavefd, STDERR_FILENO);

if (zone_enter(zoneid) == -1)
zerror(gettext("could not enter zone ¥%: 9%"),
zonenane, strerror(errno));
return (1);

if (slavefd ! = STDERR _FI LENO
(voi d) cl ose(STDERR_FI LENO);

/*

* W take pains to get this process into a new process

* group, and subsequently a new session. In this way,

* we'll have a session which doesn’t yet have a controlling
* termnal. Wen we open the slave, it will becone the

* controlling terminal; no PIDs concerning pgrps or sids

* will leak inappropriately into the zone.

*/

(void) setpgrp();

/*

* W need the slave pty to be referenced fromthe zone's
* /dev in order to ensure that the devt’'s, etc are all
* correct. Otherwise we break ttynane and the |ike.
*
/
if ((newslave = open(slavenane, O RDWR)) == -1) {
(void) close(slavefd);
return (1);

}
(voi d) close(slavefd);
sl avefd = newsl ave;

/| *
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* dup the slave to the various FDs, so that when the
* spawned process does a wite/read it maps to the slave
*
*/pty.
(voi d) dup2(slavefd, STDIN_FILENO);
(voi d) dup2(slavefd, STDOUT_FILENO);
(voi d) dup2(slavefd, STDERR FILENO;
if (slavefd !'= STDIN_FILENO && sl avefd ! = STDOUT_FI LENO &&
slavefd ! = STDERR_FI LENO)
(void) close(slavefd);

—~ -

O I U

In failsafe node, we don’t use login(1l), so don't try
setting up a utnpx entry.

A branded zone may have very different utnpx semantics.
At the nonent, we only have two brand types:

Sol aris-like (native, snl) and Linux. 1In the Solaris
case, we know exactly how to do the necessary utnpx
setup. Fortunately for us, the Linux /bin/loginis
prepared to deal wth a non-initialized utnpx entry, so
we can sinply skip it. |If future brands don’t fall into
either category, we'll have to add a per-brand utnpx
setup hook.

#endif /* ! codereview */
*

if (!failsafe & (strcnp(zonebrand, "Ix") != 0))
if (!failsafe)
if (setup_utnpx(slaveshortnane) == -1)
return (1);

*

* The child needs to run as root to
* execute the brand’ s | ogin program
*

/
if (setuid(0) == -1) {
zperror(gettext("insufficient privilege"));
return (1);

}

(voi d) execve(new_ args[0], new args, new env);
zperror(gettext("exec failure"));
return (1);

}
(void) ct_tnpl_clear(tnpl_fd);
(void) close(tnpl_fd);
/*
* The rest is only for the parent process.

(voi d) sigset(SIGNNCH sigw nch);
post f ork_dropprivs();

(voi d) sigprocmask(SI G UNBLOCK, &bl ock_cld, NULL);
doi o(masterfd, -1, masterfd, -1, -1, B_FALSE);

reset _tty();
if (lquiet)
(void) fprintf(stderr,
gettext("\n[ Connection to zone '%’' % closed]\n"),
zonenane, sl aveshortnane);

if (pollerr '=0) {
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2244 (void) fprintf(stderr, gettext("Error: connection closed due "
2245 "to unexpected poll events=0x%.\n"), pollerr);

2246 return (1);

2247 }

2249 return (0);

2250 }

____unchanged_portion_onitted_




new usr/ src/ cnd/ zoneadnt svc- zones

R R R R

4592 Tue Jan 14 16:16:55 2014

new usr/src/cnd/ zoneadn svc- zones
Bring back LX zones.

R R R R R R

#1/ sbin/ sh

HHFHFHHHHHEHFF RS

CDDL HEADER START

The contents of this file are subject to the ternms of the
Conmmon Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific |anguage governing pernissions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright (c) 2004, 2010, Oracle and/or its affiliates. Al rights reserved.

/'l'iblsvc/ share/snf_include. sh

Return a list of running, non-global zones for which a shutdown via
"/sbin/init 0" may work (typically only Solaris zones.)

hut down_zones()

zoneadm list -p | nawk -F:. ' {
if (($5 = "Ix") && ($2 !'= "global")) {
if ($2 !'= "global") {
print $2
i }
}

__unchanged_portion_onitted_
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.

7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END

*/

22 /*

23 * Copyright 2010 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #include <sys/signal.h>
28 #include <l x_signum h>

30 /*

31 * Delivering signals to a Linux process is conplicated by differences in
32 * signal nunbering, stack structure and contents, and the action taken when a
33 * signal handler exits. |In addition, nmany signal-related structures, such as
34 * sigset_ts, vary between Sol aris and Linux.

35 *

36 * The sinplest transformation that nmust be done when sending signals is to
37 * translate between Linux and Sol aris signal nunbers.

38 *

39 * These are the nmjor signal nunber differences between Linux and Sol aris:
40 *

41 *

42 * Number Li nux Sol ari s

43 *

44 * 7 S| GBUS SI GEMI

45 * 10 SI GUSRL SI GBUS

46 * 12 SI GUSR2 SI GSYS

47 * 16 SI GSTKFLT S| GUSR1

48 * 17 S| GCHLD S| GUSR2

49 * 18 SI GCONT S| GCHLD

50 * 19 S| GSTOP SI GPWR

51 = 20 S| GTSTP SI GW NCH

52 * 21 SIGITI N SI GURG

53 * 22 SI GTTOU SI GPOLL

54 * 23 SI GURG SI GSTOP

55 * 24 SI GXCPU S| GITSTP

56 * 25 SI GXFSZ SI GCONT

57 * 26 SI GVTALARM | SIGITIN

58 * 27 SI GPROF SI GTTQU

59 * 28 SI G\ NCH S| GVTALARM

60 * 29 SI GPOLL SI GPROF

61 * 30 SI GPWR SI GXCPU

93
94
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* | 31 | SIGSYS | SI GXFSz |
*
*
* Not every Linux signal maps to a Solaris signal, nor does every Solaris
* signal map to a Linux counterpart. However, when signals do map, the
* mappi ng i s unique.
*
* One mapping issue is that Linux supports 33 real time signals, with SIGRTM N
* typl cally startlng at or near 32 (SIGRTM N) and proceedl ng to 64 (S| GRTMAX)
* (SICRTM N is "at or near" 32 because glibc usually "steal s" one ore nore of
* these signals for its own internal use, adjusting SIGRTM N and SI GRTMAX as
* needed.) Conversely, Solaris actively uses signals 32-40 for other purposes
* and supports exactly 32 real time signals, in the range 41 (SIGRTM N)
* to 72 (S| GRTMVAX) .
*
* At present, attenpting to translate a Linux signal equal to 63
* will generate an error (we allow SI GRTMAX because a program
* should be able to send SI GRTMAX without getting an EINVAL, though obviously
* anything that |oops through the signals from SIGRTM N to SI GRTVMAX wi | |
" 3
: fail.)
* Simlarly, attenpting to translate a native Solaris signal in the range
* 32-40 will also generate an error as we don’t want to support the receipt of
*/those signals fromthe Solaris gl obal zone.
*
/*
* Linux to Solaris signal map
*
* Usage: solaris_signal = ltos_signun{lx_signal];
*
const int
I tos S|gno[LX NSIG = {
SI GHUP,
SI G NT,
SIGQUIT,
SIGLL,
S| GTRAP,
S| GABRT,
SI GBUS,
S| GFPE,
S| &I LL,
S| GUSR1,
SI GSEGV,
SI GUSR2,
S| GPI PE,
S| GALRM
S| GTERM
SI GEM, /* 16: Linux SIGSTKFLT; use Solaris SIGEMI */
S| GCHLD,
S| GCONT,
SI GSTCP,
S| GTSTP,
SI GTTI N,
S| GTTQU,
SI GURG,
SI GXCPU,
SI GXFSZ,
SI GVTALRM
S| GPROF,
SI GW NCH,
SI GPOLL,
S| GPVIR,
SI GSYS,
_SIGRTM N, /* 32: Linux SIGRTM N */
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128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160

162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193

}s

/*
* Solaris to Linux
*

* Usage:
*/

const

_SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
~SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
~SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
“SIGRTM N
=1l

_SI GRTMAX,

| x_si gnal

i nt

stol _signo[NSIG = {
0

LX_SI GHUP,
LX_SI G NT,
LX_SI GQUI T,
LX_SIGLL,
LX_SI GTRAP,
LX_SI GABRT,
LX_SI GSTKFLT,
LX_SI GFPE,
LX_SI GKI LL,
LX_SI GBUS,
LX_SI GSEGV,
LX_SI GSYS,
LX_SI GPI PE,
LX_SI GALRM
LX_SI GTERM
LX_SI GUSRL,
LX_SI GUSR?,
LX_SI GCHLD,
LX_SI GPUR,
LX_SI GW NCH,
LX_SI GURG,
LX_SI GPOLL,
LX_SI GSTOP,
LX_SI GTSTP,

O©CO~NOUIThWNEF

R o Ik T T TRk T T T S S S S S S S S S S S S
=
o

/* 63:
/* 64:

si gnal map

stol _signo[solaris_signall];

| *

7:

Linux SIGRTM N + 31, or SIGRTMAX - 1 */
Li nux SI GRTMAX */
Sol ari s SI GEMT; use for LX_SIGSTKFLT */
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194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241

242 }

LX_SI GCONT,
LX_SI GTTI N,
LX_SI GTTQU,
LX_SI GVTALRM
LX_SI GPRCF,
LX_SI GXCPU,
LX_SI GXFSZ,

- 1’

RPRRRRRRR

B e T IRk T T T i T T T S S S S S S S S S A S S A Ok

OCO~NOUIRWNEF

243 #endif /* | codereview */

/* 32: Solari
/* 33: Solari
/* 34: Solari
/* 35: Solari
/* 36: Solari
/* 37: Solari
/* 38: Solari
/* 39: Solari
/* 40: Sol ari
/* 41: Solari

LVUnuoumunununnnuon

SI GMI TI NG */
SI GLWP */
S| GFREEZE */
SI GTHAW */
SI GCANCEL */
SI GLOST */
SI GXRES */
SI AWML */
SI VM */
_SIGRTM N */

/* 72: Solaris _SIGRTMAX */
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/*

*

[
w
* Ok ok ok Sk Rk Ok Ok Ok ok bk F k% ok kb ¥
—~

CDDL HEADER START

The contents of this file are subject to the ternms of the
Common Devel opment and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific | anguage governi ng perm ssions

and limtations under the License.

When distributing Covered Code, include this CDDL HEADER i n each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
Use is subject to license terns.

26 #ifndef _LX S| GNUMH
27 #define _LX_SI GNUM H

29 #pragma ident " %Y U % %Y SM "

31 #ifdef _ cplusplus
Bt

32 extern "

33 #endi f

35 #define LX_SI GHUP 1
36 #define LX_SIG NT 2
37 #define LX_SIGQUI T 3
38 #define LX_SIALL 4
39 #define LX_SI GTRAP 5
40 #define LX_SI GABRT 6
41 #define LX_SIG Or 6
42 #define LX_SI GBUS 7
43 #define LX_SI GFPE 8
44 #define LX_SIGKILL 9
45 #define LX_SI GUSRL 10
46 #define LX_SI GSEGV 11
47 #define LX_SI GUSR2 12
48 #define LX_SI GPI PE 13
49 #define LX_SI GALRM 14
50 #define LX_SI GTERM 15
51 #define LX_SI GSTKFLT 16
52 #define LX_SI GCHLD 17
53 #define LX_SI GCONT 18
54 #define LX_SI GSTOP 19
55 #define LX_SI GTSTP 20
56 #define LX_SIGITIN 21
57 #define LX_SIGITOU 22
58 #define LX_SI GURG 23
59 #define LX_SI GXCPU 24
60 #define LX_SI GXFSZ 25

61 #define LX_SI GVTALRM 26

new usr/ src/ common/ brand/ | x/ | x_si gnum h

#def i
#def i
#def i
#def i
#def i
#def i
#def i

#def i
#def i
#def i

#def i
#def i

extern const
extern const

ne
ne
ne
ne
ne
ne
ne

ne
ne
ne

ne
ne

LX_SI GPROF 27
LX_SI GW NCH 28
LX_SI G O 29
LX_SI GPOLL LX_SIG 0O
LX_SI GPWR 30
LX_SI GSYS 31
LX_SI GUNUSED 31

LX_NSI G WORDS 2

LX_NBPW 32

LX_NSI G ((LX_NBPW * LX_NSI G WORDS) + 1)
LX_SI GRTM N 32

LX_SI GRTMAX LX NSIG - 1

int ltos_signo[];
int stol _signo[];

#i fdef __ cplusplus

}

#endi f

#endif /* _LX SIGNUMH */
#endif /* | codereview */
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__unchanged_portion_onitted_

357 int

358 #ifdef _ STDC__

359 advance(const char *lp, const char *ep)
360 t#el se

361 advance(lp, ep)

362 register char *lp, *ep;

363 #endi f

364 {

365 #ifdef __ STDC__

366 const char *curlp;
367 #el se

368 regi ster char *curlp;
369 #endi f

370 int c;

371 char *bbeg;

372 regi ster char neg;
373 size_t ct;

375 for (;;) {
376 neg = 0,
377 switch (*ep++) {

379 case CCHR:

380 if (*ep++ == *| p++)
381 conti nue;
382 return (0);

383 / * FALLTHRU*/

385 case CDOT:

386 if (*l p++)

387 conti nue;
388 return (0);

389 [ * FALLTHRU*/

391 case CDOL:

392 if (*Ip ==0)
393 cont i nue;
394 return (0);

395 / * FALLTHRU*

397 case CCEOF:

398 loc2 = (char *)Ip;
399 return (1);

400 / * FALLTHRU*/

402 case CXCL:

403 ¢ = (unsigned char)*| p++;
404 if (ISTHERE(c)) {

405 ep += 32;

406 conti nue;

407 }

408 re
409 /*
411 case NCCL:
412 ne
413 /*
415 case CCL:

new usr/ src/ head/ regexp. h

416
417
418
419
420
421
422

424 case
425
425
426
427

429 case
430
430
431
432

434 case
435
436
437
438
439
440
441
442
443
444
445
446
447
448

450 case
451
452
453
454
455
456
457
458
459
460
461
462
463

465 case
466
467
468
469
470
471
472
473
474
475
476
477
478
479

c = *| p++;
if (((c & 0200) == 0 && | STHERE(c)) " neg)

ep += 16;
conti nue;
}
return (0);
[ * FALLTHRU*/
CBRA:

braslist[(int)*ep++] = (char *)Ilp;
braslist[*ep++] = (char *)Ip;
conti nue;

/* FALLTHRU*/

CKET:
braelist[(int)*ep++] = (char *)Ilp;
braelist[*ep++] = (char *)Ip;
conti nue;
/ * FALLTHRU*/

CCHR | RNGE:
Cc = *ep++,
getrnge(ep);
while (low-)
if (*Ip+t+t 1= ¢)

return (0);
curlp = 1p;
while (size--
if (*Ip+t+t 1= ¢)
br eak
if (size <0)
| p++;
ep += 2;
goto star;
[ * FALLTHRU*/
CDOT | RNGE:
getrnge(ep);
while (low-)
if (*lp++ =='\0")
return (0);
curlp = 1Ip;
while (size--
if (*lp++r == "\0O’
br eak;
if (size < 0)
| p++;
ep += 2;
goto star;
[ * FALLTHRU*/
CXCL | RNGE:
getrnge(ep + 32);
while (low-) {
c = (unsigned char)*| p++;
if (!ISTHERE(C))
return (0);
}
curlp = Ip;
while (size--) {
c = (unsigned char)*Il p++;
if (!1STHERE(C))

br eak;

}
if (size < 0)
| p++;

{



new usr/ src/ head/ regexp. h

480
481
482

484
485
486

488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505

507
508
509
508
509

511
512
513
514
515
516

518
519
520
519
520
521
522
523

525
526
527
528
529
530
531

533
534
535
536
537

539
540
541

ep += 34; /* 32 + 2 *
goto star;
[ * FALLTHRU*/

case NCCL | RNGE:
neg = 1;
/*FALLTHRU*/

case CCL | RNGE
getrnge(ep + 16);
while (Tow-) {

Cc = *| p++;
if (((c &0200) || 1| STHERE(c)) " neg)
return (0);
}
curlp = Ip;
while (size--) {
c = *| pt++;
if (((c & 0200) || !ISTHERE(c)) " neg)
br eak;

}
if (size < 0)
| p++;
ep += 18; /* 16 + 2 */
goto star;
/* FALLTHRU*/

case CBACK:
bbeg = brasli st
ct = braelist[(i
bbeg = brasli st
ct = braelist[*

if (ecnp(bbeg, Ip, ct)) {
Ip += ct;
conti nue;

}
return (0);
| * FALLTHRU*/

case CBACK | STAR
bbeg = brasli
ct = braelis
bbeg = brasli
ct = braelis
curlp = Ip;
whi |l e (ecrrp(bbeg, Ip, ct))
Ip += ct;

—-—— —

while (Ip >= curlp) {
i1 f (advance(lp, ep))
return (1);
Ip -=ct;

}
return (0);
/ * FALLTHRU*
case CDOT | STAR
curlp = Ip;
while (*Ip++t);
goto star;
[ * FALLTHRU*/

case CCHR | STAR
curlp = 1lp;
while (*| p++t == *ep);
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542 ep++;

543 goto star;

544 [ * FALLTHRU*/

546 case CXCL | STAR

547 curlp = 1p;

548 do {

549 = (unsigned char)*| p++;
550 } while (I STHERE(C));

551 ep += 32;

552 goto star;

553 [ * FALLTHRU*/

555 case NCCL | STAR

556 neg = 1;

557 /* FALLTHRU*/

559 case CCL | STAR

560 curlp = 1p;

561 do {

562 = *| pt++;

563 } V\hlle(((c &0200) == 0 &% | STHERE(C)) " neg);
564 ep += 16;

565 goto star;

566 [ * FALLTHRU*/

568 star:

569 do {

570 if (--1p == 1locs)
571 br ak

572 if (advance(lp, ep))
573 return (1);
574 }V\lmle(lp>curlp)

575 return (0);

577 }

578 }

579 / * NOTREACHED* /

580 }

__unchanged_portion_onitted_
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CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

#

#

#

#

#

#

#

# You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
# or http://ww.opensol aris.org/os/licensing.

# See the License for the specific |anguage governing pern ssions

# and limtations under the License.

#

# When distributing Covered Code, include this CDDL HEADER in each

# file and include the License file at usr/src/ OPENSCLARI S. LI CENSE.
# |f applicable, add the follow ng below this CDDL HEADER, with the
# fields enclosed by brackets "[]" replaced with your own identifying
# information: Portions Copyright [yyyy] [name of copyright owner]

#
#
#
#
#
#
#
#
#
i

CDDL HEADER END

Copyright (c) 2006, 2010, Oracle and/or its affiliates. Al rights reserved.
I'i b/ brand/ Makefile

i ncl ude gl obal definitions
nclude ../../Makefile.master

H*

# Build everything in parallel; use .WAIT for dependenci es
. PARALLEL:

i 386_SUBDI RS= | x
i 386_MBGSUBDI RS= | x

#endif /* | codereview */
SUBDI RS= shared .WAIT snl sol ari s10 i pkg | abel ed $($(MACH) _SUBDI RS)
MSGSUBDI RS= sol ari s10 shared $($( MACH) _MSGSUBDI RS)

all := TARCET= al |
install := TARGET= install
clean : = TARGET= cl ean
cl obber := TARCET= cl obber
lint := TARCET= | i nt
_msg : = TARCET= _nsg

. KEEP_STATE:

all install clean clobber lint: $(SUBDI RS)
_msg: $( MSGSUBDI RS)

$(SUBDIRS): FRC
@d $@ pwd; $(MAKE) $( TARGET)

FRC:
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1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

22 #

23 # Copyright 2006 Sun M crosystens, Inc. Al rights reserved.

24 # Use is subject to license terns.

25 #

26 # ident "%Z%4W6 % % %% SM "

27 #

29 default: all
31 include Makefile.lx

33 # Build everything in parallel; use .WAIT for dependencies
34 . PARALLEL:

36 SUBDI RS= cnd librtld_db I x_support |Ix_brand I x_thunk netfiles zone \
37 .WAIT | x_nanet oaddr

38 MSGSUBDI RS= | x_brand | x_support zone

40 all := TARCET= al |

41 install := TARGET= install

42 clean : = TARGET= cl ean

43 cl obber : = TARCET= cl obber

44 lint := TARCET= | i nt

45 _msg = TARCET= _nsg

47 . KEEP_STATE:
49 all install clean clobber lint: $(SUBDI RS)
51 _nmsg: $(MSGSUBDI RS)

53 $(SUBDI RS): FRC
54 @d $@ pwd; $(MAKE) $( TARGET)

56 FRC.
57 #endif /* | codereview */
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CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
Use is subject to license terns.

i dent " 9%&Z%4W6 % % %E% SM "

l'i b/ brand/ | x/ Makefile.lx

i ncl ude gl obal definitions

BRAND= | x
include $(SRC)/1i b/ brand/ Makefile. brand

#endi f /* | codereview */
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1#
2 # CDDL HEADER START
3 #
4 # The contents of this file are subject to the terns of the
5 # Common Devel opnent and Distribution License (the "License").
6 # You may not use this file except in conpliance with the License.
7 #
8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.
10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.
12 #
13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #
19 # CDDL HEADER END
20 #
22 #
23 # Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 # Use is subject to license terns.
25 #

i

dent " %9846 % % %% SM "

28 PROGS = I x_lockd I'x_native I x_statd |x_thunk
30 include ../ Mkefile.lx

32 # override the install directory

33 ROOTBI N = $( ROOTBRANDDI R)

34 CLOBBERFILES = $( ROOTPROGS)

36 . KEEP_STATE:

38 lint:

40 all: $( PROGS)

42 install: al | $( ROOTPROGS)
44 cl ean:

45 $(RM $( PROGS)

47 cl obber: clean
48 $(RV $( ROOTPROGS)
49 #endif /* | codereview */
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#!1/ bi n/ sh

©CO~NOUIRWNEF
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CDDL HEADER START

The contents of this file are subject to the ternms of the
Conmmon Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific |anguage governing pernissions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2008 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to |license terns.

i dent " 9%Z%Mb6 % % %% SM "

LD LI BRARY_PATH=/ usr/|i b/ brand/| x

LD PRELOAD=/ native/usr/lib/brand/|x/I|x_thunk. so. 1
LD_BI ND_NOW£L

export LD_LI BRARY_PATH LD_PRELQOAD LD_BI ND_NOW

exec /native/usr/lib/brand/Ix/Ix_native \

/native/usr/lib/nfs/lockd -P -U 29 -G 29

#endif /* | codereview */
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new usr/src/lib/brand/|x/cmd/ | x_native.sh
Bring back LX zones.

R R R R R R

#!1/ bi n/ sh

©CO~NOUIRWNEF

HHFHHFH HHFHHHBHFHHHHE TR

CDDL HEADER START

The contents of this file are subject to the ternms of the
Conmmon Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific |anguage governing pernissions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to |license terns.

i dent " 9%Z%Mb6 % % %% SM "

exit 0
#endif /* | codereview */




new usr/src/lib/brand/|x/cmd/ | x_statd.sh

R R R R
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new usr/src/lib/brand/|x/cmd/ | x_statd.sh
Bring back LX zones.

R R R R R R

#!1/ bi n/ sh

©CO~NOUIRWNEF

HHFHHFH HHFHHHBHFHHHHE TR

CDDL HEADER START

The contents of this file are subject to the ternms of the
Conmmon Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific |anguage governing pernissions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2008 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to |license terns.

i dent " 9%Z%Mb6 % % %% SM "

LD LI BRARY_PATH=/ usr/|i b/ brand/| x

LD PRELOAD=/ native/usr/lib/brand/|x/I|x_thunk. so. 1
LD_BI ND_NOW£L

export LD_LI BRARY_PATH LD_PRELQOAD LD_BI ND_NOW

exec /native/usr/lib/brand/Ix/Ix_native \

/native/usr/lib/nfs/statd -P -U 29 -G 29

#endif /* | codereview */




new usr/src/lib/brand/ | x/cnmd/ | x_t hunk. sh
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new usr/src/lib/brand/ | x/cmd/ | x_t hunk. sh
Bring back LX zones.

R R R R R R

#!1/ bi n/ sh

©CO~NOUIRWNEF

HHFHHFH HHFHHHBHFHHHHE TR

CDDL HEADER START

The contents of this file are subject to the ternms of the
Conmmon Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific |anguage governing pernissions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to |license terns.

i dent " 9%Z%Mb6 % % %% SM "

exec /native/usr/lib/brand/|x/Ix_thunk
#endif /* | codereview */




new usr/src/lib/brand/Ix/1ibrtld_db/ Makefile

R R R R

1371 Tue Jan 14 16:16:58 2014

new usr/src/lib/brand/Ix/1ibrtld_db/ Makefile
Bring back LX zones.

R R R R R R

HHFHHFH HHFHFHFHHFHHHFFFHFHR

CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2008 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

i dent "9Z%b % % %% SM "

default: all

include $(SRC)/1i b/ Makefile.lib

SUBDI RS = $( MACH)
$(BUI LD64) SUBDI RS += $( MACHB4)

LINT_SUBDI RS=  $( MACH)
$(BUTLD64) LI NT_SUBDI RS += $( MACHB4)

all := TARCET= al |
clean : = TARGET= cl ean
cl obber := TARGET= cl obber
install := TARGET= install
lint := TARCET= | i nt

. KEEP_STATE:

all install clean clobber: $(SUBD RS)

lint: $(LINT_SUBDI RS)

$(SUBDI RS): FRC
@

d $@ pwd; $(MAKE) $( TARGET)

FRC:
#endif /* | codereview */




new usr/src/lib/brand/Ix/1ibrtld_db/ Makefile.com

R R R R
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new usr/src/lib/brand/Ix/1ibrtld_db/ Makefile.com
Bring back LX zones.

R R R R R R

1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

22 #

23 # Copyright 2008 Sun M crosystens, Inc. Al rights reserved.

24 # Use is subject to license terns.

25 #

26 # ident "%Z%4W6 % % %% SM "

27 #

29 LI BRARY = Ix_librtid_db.a

30 VERS = .1

31 COBJS = Ix_librtld_db.o

32 OBJECTS = $(COBJS) $(COBIS64)

34 include $(SRC)/lib/ Makefile.lib
35 include ../../Makefile.lx

37 CSRCS = $( COBJS: %0=. . / common/ %)

38 SRCS = $( CSRCS)

40 SRCDIR = ../ comon

41 UTSBASE = $(SRC) /uts

43 #

44 # ATTENTI ON:

45 # Librtl_db brand plugin libraries should NOT directly invoke any
46 # l'ibproc.so interfaces or be linked against libproc. |If a librtl_db
a7 # brand plugin library uses libproc.so interfaces then it may break
48 # any other librtld_db consumers (like ndb) that tries to attach
49 # to a branded process. The only safe interfaces that the a librtld_db
50 # brand plugin library can use to access a target process are the
51 # proc_servi ce(3PROC) api s.

52 #

53 DYNFLAGS += $(VERSREF) -M ./ conmon/ mapfile-vers

54 LIBS = $( DYNLI B)

55 LDLIBS += -lc -lrtid_db

56 CFLAGS += $( CCVERBOSE)

57 CPPFLAGS += -D REENTRANT -1../ -1$(UTSBASE)/common/brand/|x \

58 -1 $(SRC)/ cnd/ sgs/ i brtld_db/ common \

59 -1 $(SRC)/ cmd/ sgs/ i ncl ude \

60 -1 $(SRC)/ cnd/ sgs/ i ncl ude/ $( MACH)

new usr/src/lib/brand/Ix/1ibrtld_db/ Makefile.com

62 ROOTLIBDIR = $(ROOT) / usr /i b/ brand/ | x

63 ROOTLIBDI R64 = $(ROOT)/usr/lib/brand/ | x/ $( MACH64)

65 #

66 # The top |level Makefiles define define TEXT_DOVAIN. But librtld_db.so.1
67 # isn't internationalized and this Iibrary won't be either. The only

68 # nmessages that this library can generate are nessages used for debuggi ng
69 # the operation of the library itself.

70 #

71 DTEXTDOM =

73 . KEEP_STATE:
75 all: $(LIBS)

77 lint: lintcheck

79 pics/ %4. o: ../ comon/ % c

80 $(COWPI LE. c) - D _ELF64 $(PI CFLAGS) -0 $@ $<
81 $( POST_PROCESS_O)

83 include $(SRC)/Iib/ Makefile.targ
84 #endif /* | codereview */



new usr/src/lib/brand/Ix/1ibrtld_db/and64/ Makefile

R R R R
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new usr/src/lib/brand/Ix/1ibrtld_db/and64/ Makefile
Bring back LX zones.

R R R R R R

HHFHHFH HHFHFHFHHFHHHFFFHFHR

CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2008 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

i dent "9Z%b % % %% SM "

COBJSB4 = Ix_librtld_db64.o

i nclude ../ Makefile.com
include $(SRC)/I1ib/ Makefile.lib.64

DYNFLAGS += -Mmapfil e-vers

CLOBBERFI LES = $( ROOTLI BDI R64) / $( DYNLI B)

install: all $(ROOTLI BS64)
#endif /* | codereview */




new usr/src/lib/brand/|x/librtld_db/and64/ mapfile-vers 1

R R R R
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new usr/src/lib/brand/Ix/1ibrtld_db/and64/ mapfile-vers
Bring back LX zones.

R R R R R R

1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

22 #

23 # Copyright 2009 Sun M crosystens, Inc. Al rights reserved.

24 # Use is subject to license terns.

25 #

27 #

28 # MAPFI LE HEADER START

29 #

30 # WARNING STOP NOW DO NOT MODI FY THI'S FI LE.

31 # bject versioning nust conply with the rules detailed in

32 #

33 # usr/src/li b/ README. mapfil es

34 #

35 # You should not be naking nodifications here until you’ ve read the nobst current
36 # copy of that file. If you need hel p, contact a gatekeeper for guidance.
37 #

38 # MAPFI LE HEADER END

39 #

41 SUNWprivate_ 1.1 {

42 gl obal :

43 rt1d_db_brand_ops64;

44

45 #endif /* | codereview */




new usr/src/lib/brand/Ix/1ibrtld_db/comon/lx_librtld_db.c

R R R R

17226 Tue Jan 14 16:16:59 2014
new usr/src/lib/brand/Ix/1ibrtld_db/comon/Ix_librtld_db.c
LX zone support should now buil d and packages of rel evance produced.
Bring back LX zones.

LR

1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.
7 *

8 * You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng permn ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the follow ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 =*

19 * CDDL HEADER END
20 */
21 /*

22 * Copyright 2008 Sun M crosystens, Inc. Al rights reserved.
23 * Use is subject to license terns.

24 */

26 #pragnma ident " VYR % Yo %E% SM "
28 #include <stdio.h>

29 #include <stdlib.h>

30 #include <string. h>

31 #include <strings.h>

32 #include <sys/types. h>

33 #include <sys/link.h>

34 #include <libproc. h>

35 #include <proc_service. h>

36 #include <rtld_db. h>

37 #include <synch. h>

39 #i

ncl ude <sys/|x_brand. h>

*
ATTENTI ON:
Li brtl_db brand plugin libraries should NOT directly invoke any

*

*

*

* brand plugin library uses libproc.so interfaces then it may break
46 * any other librtld_db consuners (like mib) that tries to attach

*

*

*

*

brand plugin library can use to access a target process are the
proc_servi ce(3PROC) apis.
/

52 [ *

53 * M. DATA cones from sone streans header file but is also redifined in
* _rtld_db.h, so nuke the old streanms definition here.

55 */

56 #ifdef M DATA

57 #undef M DATA

58 #endif /* M. DATA */

60 /*

l'ibproc.so interfaces or be |linked against libproc. |If a librtl_db

to a branded process. The only safe interfaces that the a librtld_db

114

116
117
118
119
120
121

123
124
125

new usr/src/lib/brand/|x/librtld_db/comon/Ix_librtld_db.c 2

* For 32-bit versions of this library, this file get’'s conpiled once.

* For 64-bit versions of this library, this file get’s conpiled tw ce,

* once with _ELF64 defined and once without. The expectation is that

* the 64-bit version of the library can properly deal with both 32-bit

* and 64-bit elf files, hence in the 64-bit library there are two copies

* of all the interfaces in this file, one set named *32 and one named *64.

*

* This al so neans that we need to be careful when declaring |ocal pointers

* that point to objects in another processes address space, since these

* pointers nay not match the current processes pointer width. Basically,

* we should avoid using data types that change size between 32 and 64 bit

* nodes like: long, void *, uintprt_t, caddr_t, psaddr_t, size_t, etc.

* | nstead we should declare all pointers as uint32_t. Then when we

* are conpiled to deal with 64-bit targets we'll re-define uint32_t

* to be a uint64_t.

*

* Finally, one last inmportante note. All the 64-bit elf file code

* is never used and can't be tested. This is because we don’t actually

* support 64-bit Linux processes yet. The reason that we have it here

* is because we want to support debugging 32-bit elf targets with the

* 64-bit version of this library, so we need to have a 64-bit version

* of this library. But a 64-bit version of this library is expected

* to provide debugging interfaces for both 32 and 64-bit elf targets.

* So we provide the 64-bit elf target interfaces, but they will never

* be invoked and are untested. |If we ever add support for 64-bit elf

* Linux processes, we'll need to verify that this code works correctly

* for those targets.

*

/

#ifdef _LP64

#i fdef _ELF64

#define | x_| db_get_dyns32 | x_| db_get _dyns64

#define | x_ldb_init32 I x_l db_i nit64

#define | x_| db_fini32 I x_I db_fi ni 64

#define | x_| db_| oadobj _i ter32 | x_I db_| oadobj _i t er 64

#define | x_| db_get auxval 32 | x_| db_get auxval 64

#define | x_el f_props32 | x_el f_props64

#define _rd_get_dyns32 _rd_get _dyns64

#define _rd_get_ehdr32 _rd_get _ehdr64

#define uint32_t ui nt 64_t

#define El f32_Dyn El f 64_Dyn

#def i ne El f32_Ehdr El f 64_Ehdr

#defi ne El f32_Phdr El f 64_Phdr

#endif /* _ELF64 */

#endi f /* _LP64 */

/* Included fromusr/src/cnd/ sgs/librtld_db/comon */

#include < rtld_db. h>

typedef struct Ix_rd {
rd_agent _t *|r_rap;
struct ps_prochandl e *| r _php; /* proc handl e pointer */
ui nt 32_t I r_rdebug; /* address of |x r_debug */
ui nt 32_t I r_exec; /* base address of executable */

} Ix_rd_t;

typedef struct Ix_link_map {
uint32_t | xmaddr; /* Base address shared object is |loaded at. */
uint32_t | xm nane; /* Absolute file nane object was found in. */
uint32_t I xmld; /* Dynami c section of the shared object. */
uint32_t | xm next; /* Chain of |oaded objects. */

} Ix_link_map_t;

typedef struct |x_r_debug {
int r_version; /* Version nunber for this protocol. */
ui nt 32_t r_map; /* Head of the chain of |oaded objects. */
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127
128
129
130
131
132
133
134
135
136
137

139
140

142

144
145

147
148
149
150
151
152
153

155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185

187

189
190
191
192

}

/
This is the address of a function internal to the run-tine |linker,
that will always be called when the |inker begins to map in a
library or unmap it, and again when the mapping change is conplete.
The debugger can set a breakpoint at this address if it wants to
noti ce shared object mappi ng changes.

* ok kb F ok

*/

ui nt 32_t r_brk;

r_state_e r_state; /* defined the sane way between | x/solaris */

ui nt 32_t r_l dbase; /* Base address the linker is |oaded at. */
| x_r_debug_t;

static uint32_t
| x_I db_get auxval 32(struct ps_prochandl e *php, int type)
141 {

{

S
I

xﬁ*:&*:(—a(-:(-:(—x—x-x-x—x—x-x-x—x—x-x-»x—

const auxv_t *auxvp = NULL;
if (ps_pauxv(php, &auxvp) != PS_OK)
return ((uint32_t)-1);

whil e (auxvp->a_type != AT_NULL) {
if (auxvp->a_type == type)
return ((uint32_t)(uintptr_t)auxvp->a_un.a_ptr);
auxvp++;

Eeturn ((uint32_t)-1);

A key difference between the linux linker and ours’ is that the |inux
linker adds the base address of segnents to certain values in the
segnents’ ELF header. As an exanple, |ook at the address of the

DT_HASH hash table in a Solaris section - it is a relative address

which | ocates the start of the hash table, relative to the beginning

of the ELF file. However, when the linux |linker |oads a section, it

nmodi fies the in-nmenory ELF i mge by changing address of the hash

table to be an absol ute address. This is only done for libraries - not for
execut abl es.

Solaris tools expect the relative address to remain relative, so
here we will nodify the in-menory ELF inmage so that it once again
contains rel ati ve addresses.

To acconplish this, we walk through all sections in the target.

Li nux sections are identified by pointing to the linux linker or libc in the
DT_NEEDED section. For all matching sections, we subtract the segnent

base address to get back to relative addresses.

icrd_err
db_get dyns32(rd hel per _data_t rhd,
psaddr _t addr, void **dynpp, size_t *dynpp_sz)

/
at
_l

Ix_rd_t *Ix_rd = (Ix_rd_t *)rhd;
rd_agent _t *rap = I x_rd->lr_rap;

El f 32_Ehdr ehdr;

El f 32_Dyn *dynp = NULL;

size_t dynp_sz;

uint _t ndyns;

int i;

ps_plog("l x_l db_get _dyns: invoked for object at Ox%", addr);

/* Read in a copy of the ehdr */

if (_rd_get ehdr32(rap, addr, &ehdr,
ps_pl og("1 x_I db_get dyns
return (RD_ERR);

NULL) !'= RD_OK) {
rd _get_ehdr() failed");

new usr/src/lib/brand/Ix/1ibrtld_db/comon/lx_librtld_db.c

193

195
196
197
198
199

201
202
203
204
205
206
207
208

210
211
212
213
214

216
217
218
219
220
221
222
223
224
225
226
227
228
229
230

232
233
234
235
236
237
238
239
240
241
242
243
244

246
247
248
249
250
251
252
253
254
255,
256
257
258

}

/* read out the PT_DYNAM C el enents for this obj ect */

if (_rd_get_dyns32(rap, addr, &dJynp, &Jynp_sz) != RD OK) {
ps_pl og("I x_I db_get dyns _rd_get _dyns() failed");
return (RD_ERR);

}

/*

* From here on out if we encounter an error we'll just return
* success and pass back the unnol ested dynam c el enents that
*/vve’ ve al ready obt ai ned.

*

*dynpp = dynp,

*dynpp_sz = dynp_sz

ndyns = dynp_sz / 5|zeof (El f32_Dyn);

/* 1If this isn't a dynani c object,
if (ehdr.e_type != ET_DYN)
ps_pl og("I x_I db_get _dyns: done:
return (RD_CX);

there’s nothing left todo */

not a shared object");

Before we blindly start changing dynam c section addresses

we need to figure out if the current object that we're |ooking
at is a linux object or a solaris object. To do this first

we need to find the string tab dynam c section el enent.

O * * * * * *
=

(i =0; i < ndyns; i++) {
if (dynp[i].d_tag == DT_STRTAB)
break;

}

if (i == ndyns) {
ps_pl og("l x

"failed

I db_ge
to fin
return (RD_OX);

_get _dyns:
fi s

et "
nd string tab in the dynam c section");

Check if the strtab value looks |ike an offset or an address.
It’s an offset if the value is |less then the base address that
the object is |oaded at, or if the value is |less than the of fset
of the section headers in the sane elf object. This check isn't
perfect, but in practice it’s good enough.

* Ok ok k% *
-

if ((dynp[i].d_un.d_ptr < addr) ||
(dynp[i].d_un.d_ptr < ehdr.e_shoff)) {
ps_pl og("I x_l db_get _dyns: "
"doesn’t appear to be an | x object");
return (RD_OXK);
}
/*
* This seens to be a a |inux object,
* section addresses
*/

so we'll patch up the dynamc

ps_pl og("I x_I db_get _dyns:
"patching up | x object dynam c section addresses");

for (1 =0; i < ndyns; i++) {
swi tch (dynp[l] d_tag) {
case DT_PI

case DT_HASH
case DT_STRTAB:
case DT_SYMIAB:
case DT_RELA:
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259 case DT_REL:

260 case DT_DEBUG

261 case DT_JMPREL:

262 case DT_VERSYM

263 if (dynp[l] d_un.d_val > addr) {

264 dynp[i].d_un.d_ptr -= addr;

265 }

266 br eak;

267 defaul t:

268 break;

269 }

270 }

271 return (RD_OX);

272 }

274 static void

275 | x_l db_fini 32(rd_hel per_data_t rhd)

276 {

277 Ix_rd_t *Ix_rd = (Ix_rd_t *)rhd;

278 ps_plog("! x_I db_| f| ni: cleaning up |x helper");

279 free(lx_rd);

280 }

282 /| *

283 * The linux linker has an r_debug structure somewhere in its data section that
284 * contains the address of the head of the link map list. To find this,
285 * use the DT_DEBUG token in the executable' s dynam c section. The |inux |inker
286 * wote the address of its r_debug structure to the DT_DEBUG dynanic entry. W
287 * get the address of the executabi e’ s program headers fromthe

288 * AT_SUN BRAND_LX PHDR aux vector entry. Fromthere, we calculate the
289 * address of the EIf header, and fromthere we can easily get to the DT_DEBUG
290 * entry.

291 */

292 static dhlper data_t

293 Ix_Idb_init32(rd_agent _t *rap, struct ps_prochandl e *php)

294 {

295 Ix_rd_t *|x_rd;

296 ui nt 32t addr, phdr_addr, dyn_addr;

297 El f32_Dyn *dyn;

298 El f 32_Phdr phdr, *ph, *phdrs;

299 El f 32_Ehdr ehdr;

300 int i, dyn_count;

302 Ix_rd = calloc(sizeof (Ix_rd_t), 1);

303 if (Ix_rd == NULL)

304 ps_plog("Ix_ldb_init: cannot allocate nmenory");

305 return (NULL);

306 1

307 Ix_rd->lr_rap = rap;

308 I x_rd->lr_php = php;

310 phdr _addr = | x_| Idb _get auxval 32( php, AT_SUN_BRAND_LX_PHDR) ;

311 if (phdr_addr == (uint32_t)-1) {

312 ps_pl og("l x_ldb_init: no LX PHDR found in aux vector");
313 return (NULL);

314 }

315 ps_plog("I x_ldb_init: found LX_PHDR auxv phdr at: Ox%",

316 phdr _addr);

318 if (ps_| pread(php, phdr _addr, &phdr, sizeof (phdr)) != PS_OK) {
319 ps_plog("Ix_I db_| init: couldn't read phdr at Ox%",

320 phdr addr);

321 free(lx_rd);

322 return (NULL);

323 1

we wll
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325 /* The ELF headher shouI d be before the program header in nmenory */
326 I x_rd->lr_exec = addr = phdr_addr - phdr.p_of fset;

327 i f (ps_pread(php, addr, &ehdr, sizeof (ehdr)) != PS >, OK)

328 ps_pl og(" I x_| I'db_init: couldn't read ehdr at Ox%p",
329 | x_rd->Ir_exec);

330 free(1x_rd);

331 return (MJLL)

332 }

333 ps_plog("Ix_ldb_init: read ehdr at: Ox%", addr);

335 if ((phdrs = malloc(ehdr.e_phnum * ehdr.e_phentsize)) == NULL) {
336 ps_plog("lIx_ldb_init: couldn't alloc phdrs nenory");
337 free(lx_rd);

338 return (NULL);

339 1

341 if (ps pread(php, phdr _addr, phdrs, ehdr.e_phnum * ehdr.e_phentsize)
342 oK) {

343 ~ ps_plog("lx_ldb_init: couldn't read phdrs at Ox%",
344 phdr _addr);

345 free(lx_rd);

346 free(phdrs);

347 return (MJLL);

348 }

349 ps_pl og("lx Idb_init: read % phdrs at: Ox%",

350 ehdr. e_phnum phdr_addr);

352 for (i =0, ph = phdrs; i < ehdr.e_phnum i ++,

353 /*LI NTED */

354 ph = (El f32_Phdr *)((char *)ph + ehdr. e_phentsize)) {
355 if (ph- >p type == PT_DYNAM C)

356 break;

357 }

358 if (i == ehdr.e_phnum {

359 ps_plog("l x_ldb_init: no PT_DYNAM C i n execut abl e");
360 free(lx_rd);

361 free(phdrs);

362 return (NULL);

363 }

364 ps_plog("Ix_ldb_init: found PT_DYNAM C phdr[%l] at: Ox%",
365 i, (phdr_addr + ((char *)ph - (char *)phdrs)));

367 if ((dyn = malloc(ph->p_filesz)) == NULL) {

368 ps_plog("Ix_ldb_init: couldn't alloc for PT_DYNAMC');
369 free(lx_rd);

370 free(phdrs);

371 return (NULL);

372 }

374 dyn_addr = addr + ph->p_offset;

375 dyn_count = ph->p_filesz / sizeof (Elf32_Dyn);

376 it (ps_pread(php, dyn_addr, dyn, ph->p_fil esz) 1= PS K) {
377 ps_plog("Ix_ldb_init: couldn’t read dynam c at Ox%",
378 dyn_addr);

379 free(lx_rd);

380 free(phdrs);

381 free(dyn);

382 return (NULL);

383 }

384 ps_plog("Ix_ldb_init: read %l dynam c headers at: Ox%",
385 dyn_count, dyn_addr

387 for (i =0; i < dyn_count; i++) {

388 if (dyn[i].d_tag == DT, BUG) {

389 I x_rd->I'r_rdebug = dyn[i].d_un.d_ptr;

390 br eak;
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391 }

392 1

393 free(phdrs);

394 free(dyn);

396 if (Ix_rd->lr_rdebug == 0) {

397 ps_plog("Ix_ldb_init: no DT_DEBUG found in exe");

398 free(lx_rd);

399 return (NULL);

400 }

401 ps_plog("Ix_ldb_init: found DT_DEBUG Ox%", |x_rd->lr_rdebug);
403 return ((rd_hel per_data_t)lx_rd);

404 }

406 /*

407 * Gven the address of an ELF object in the target, return its size and
408 * the proper link map |ID.

409 */

410 static size

411 1 x_el f props32(struct ps_prochandl e *php, uint32_t addr, psaddr_t *data_addr)
412 {

413 El f 32_Ehdr ehdr;

414 El f 32_Phdr *phdrs, *ph;

415 int i;

416 ui nt32_t mn = (uint32_t)-1;

417 ui nt 32_t max = O;

418 size_t sz = NULL;

420 if (ps_pread(php, addr, &ehdr, sizeof (ehdr)) !'= PS OK) {

421 ps_plog("Ix_el f_props: Couldn’t read ELF header at Ox%",
422 addr) ;

423 return (0);

424 }

426 if ((phdrs = malloc(ehdr.e_phnum * ehdr.e_phentsize)) == NULL)
427 return (0);

429 if (ps_pread(php, addr + ehdr.e_phoff, phdrs, ehdr.e_phnum *
430 ehdr. e_phentsize) != PS_OK)

431 ps_plog("l x_el f _props: Couldn’t read program headers at O0x%",
432 addr + ehdr.e_phoff);

433 return (0);

434 1

436 for (i =0, ph = phdrs; i < ehdr.e_phnum i ++,

437 /*LI NTED */

438 = (Bl f32_Phdr *)((char *)ph + ehdr.e_phentsize)) {

440 if (ph->p_type != PT_LOAD)

441 cont i nue;

443 if ((ph->p_flags & (PF_W| PF_R) == (PF_W| PF_R)) {
444 *dat a_addr = ph->p_vaddr;

445 if (ehdr.e_type == ET_DYN)

446 *dat a_addr += addr;

447 if (*data_addr & (ph->p_align - 1))

448 *data_addr = *data_addr & (~(ph->p_align -1));
449 }

451 if (ph->p_vaddr < mn)

452 m n = ph->p_vaddr;

454 if (ph->p_vaddr > max) {

455 max = ph->p_vaddr;

456 sz = ph->p_nmensz + max - mn;
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457 if (sz & (ph- >p allgn— 1))

458 sz = (sz & (~(ph->p_align - 1))) + ph->p_align;
459 }

460 }

462 free(phdrs);

463 return (sz);

464 }

466 static int

467 | x_| db_| oadobj _iter32(rd_hel per_data_t rhd, rl_iter_f *cb, void *client_data)
468 {

469 Ix_rd_t *Ix_rd = (Ix_rd_t *)rhd;

470 struct ps_prochandl e *php = | x_rd->lr_php;

471 | x_r_debug_t r_debug;

472 I x_l'ink_map_t map;

473 ui nt32_t p = NULL;

474 int rc;

475 rd_| oadobj _t exec;

477 if ((rc = ps_pread(php, (psaddr t)Ix rd->l r_rdebug, &r_debug,
478 si zeof (r_debug))) !'= XK) {

479 ps_plog("Ix_Idb_lI oadob] _iter: "

480 "Couldn"t read |linux r_debug at Ox%", |x_rd->lr_|
481 return (rc);

482 }

484 p = r_debug. r_map;

486 /*

487 * The first itemon the link map list is for the executable,
488 * doesn’t give us any useful information about it. W need to
489 * synthesize a rd_| oadobj _t f or the client.

490 *

491 * Linux doesn't give us the executable name, so we'll get
492 * the AT_EXECNAME entry instead.

493 *

494 if ((rc = ps_pread(php, (psaddr_t)p, &map, sizeof (map)))
495 ps_plog("l x_| db_| oadobj _iter: "

496 "Couldn’t read linux link map at Ox%", p);

497 return (rc);

498 }

500 bzer o( &xec, sizeof (exec));

501 exec.rl _base = I x_rd->lr_exec;

502 exec.rl_dynamic = _map. | xm | d;

503 exec. rl _nameaddr = | x_| db_get auxval 32( php, AT_SUN_EXECNAME) ;
504 exec.rl_I mident = LM 1D_BASE;

506 exec.rl _bend = exec.rl _base +

507 I x_el f_props32(php, Ix_rd->lr_exec, &exec.rl_data_base);
509 if ((*cb)(&exec, client_data) == 0) {

510 ps_plog("I x_l db_I oadobj _iter: "

511 "“client callb failed for executable");

512 return (PS_ERR);

513 1

515 for (p = map.lxm next p !'= NULL; p = map.|xmnext) {

516 rd_| oadobj _ obj ;

518 if ((rc = ps_pread(php, (psaddr_t)p, &map, sizeof (nmap)))
519 S K) {

520 ps_| pl og( I x_I db_| oadobj _iter: "

521 Couldn’t read |k map at %", p);

522 return (rc);
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523 }

525 /*

526 * The linux link map has less information than the Solaris one.
527 * W need to go fetch the mssing information fromthe ELF
528 * headers.

529 */

531 obj . rl_nanmeaddr = (psaddr _t)map. | xm nane;
532 obj .rl _base = map. | xm addr ;

533 obj . rl _refnameaddr = (psaddr _t) map. | xm nane;
534 obj.rl _plt_base = NULL

535 obj.rl _plt_size = 0;

536 obj.rl_lmdent = LM I D_BASE;

538 /*

539 * Ugh - we have to wal k the ELF stuff,

540 * sections, and cal cul ate the end of the file's mappi ngs
541 * oursel ves.

542 */

544 obj.rl_bend = map. | xm addr +

545 | x_el f _props32(php, map.|xm addr, &obj.
546 obj.rl_padstart = obj.rl_base;

547 obj . rl_padend = obj.rl|_bend;

548 obj.rl_dynam ¢ = map. | xmld;

549 obj.rl_tlsnmodid = O;

551 ps_| pI og("l x_|l db_| oadobj _iter: Ox% to Ox%p",
552 .rl_base, obj.rl _bend);

554 if ((*cb)(&ob] client_data) == 0)

555 ps_pl og("lx I db Ioadobj iter: "

556 “dient callback failed on %"
557 return (rc);

558 }

559

560 return (RD_CX);

561 }

563 /*

564 * Librtld_db plugin |inkage struct.

565 *

566 * When we get |oaded by librtid_db, it will look for the synbol
567 * to find our plugin entry points.

568 */

569 rd_hel per_ops_t RTLD DB BRAND OPS = {

570 LM_| D_BRAND,

571 I x_ldb_init32,

572 I x_I db_fini32,

573 I x_I db_| oadobj iter32,

574 I x_l db_get _dyns32

575 };

576 #endif /* | codereview */

find the PT_LOAD

rl _data_base);

map. | xm nane) ;

bel ow
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A HHHFHHHHBFHFHHH O HHHH HHHHBHHHFHFH RS

}s

CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2009 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

MAPFI LE HEADER START

WARNI NG STOP NOW DO NOT MODI FY THI S FI LE.
bj ect versioning nust conply with the rules detailed in

usr/src/li b/ README. mapfil es

You shoul d not be nmeking nodifications here until you ve read the nobst current
copy of that file. If you need hel p, contact a gatekeeper for guidance.

MAPFI LE HEADER END

gl obal :
rt1d_db_brand_ops32;
| ocal :

#External |y defined synbol s

gl obal :
ps_pauxv = NODI RECT PARENT;
ps_pdnodel = NODI RECT PARENT;
ps_pgl obal _| ookup = NODI RECT PARENT;
ps_pgl obal _sym = NODI RECT PARENT;
ps_plog = NODI RECT PARENT;
ps_pread = NODI RECT PARENT;
ps_pwite = NODI RECT PARENT;

#endif /* | codereview */
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HEHHHHE HHHFEHHHIHRHEHFHEHERHEHHRHHEHR

CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2008 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

dent " %9846 % % %% SM "

include ../ Makefile.com

CLOBBERFI LES = $( ROOTLI BDI R)/ $( DYNLI B)

install: all $(ROOTLIBS)
#endi f /* | codereview */
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new usr/src/lib/brand/lx/1x_brand/ Makefile
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R R R R R R

1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

22 #

23 # Copyright 2006 Sun M crosystens, Inc. Al rights reserved.

24 # Use is subject to license terns.

25 #

26 # ident "%Z%4W6 % % %% SM "

27 #

29 include ../../../Mkefile.lib
31 defaul t: all

33 SUBDI RS= $( MACH)

35 LINT_SUBDIRS=  $( MACH)

37 all := TARGET= al |

38 clean : = TARCET= cl ean
39 cl obber := TARCET= cl obber
40 install := TARCET= install
41 lint : = TARGET= |int
42 _nsg = TARCET= _nsg

44 . KEEP_STATE:
46 all install clean clobber _nsg: $(SUBDI RS)
48 lint: $(LINT_SUBDI RS)

50 $(SUBDIRS): FRC
@d $@ pwd; $(MAKE) $(TARGET)

53 FRC
54 #endif /* ! codereview */
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new usr/src/lib/brand/lx/1x_brand/ Makefile.com
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R R R R R R

1#
2 # CDDL HEADER START
3 #
4 # The contents of this file are subject to the terns of the
5 # Common Devel opnent and Distribution License (the "License").
6 # You may not use this file except in conpliance with the License.
7 #
8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.
10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.
12 #
13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #
19 # CDDL HEADER END
20 #
21 #
22 # Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
23 # Use is subject to license terns.
24 #
25 # ident "9%&Z%4W6 % % %E% SM "
26 #
28 LX_ CW = $( SRC) / common/ brand/ | x
30 LIBRARY = | x_brand. a
31 VERS = .1
32 COBJS = cl ock. o \
33) clone.o \
34 debug. o \
35 dir.o \
36 file.o \
37 fentl.o \
38 fork.o \
39 id.o \
40 ioctl.o \
41 iovec.o \
42 | x_brand. o \
43 | x_t hunk_server. o \
44 nmem o \
45 msc.o \
46 nodul e. o \
47 nmount . o \
48 open. o \
49 pgrp. o \
50 pol | _select.o \
51 priority.o \
52 ptrace.o \
53 rlimt.o \
54 sched. o \
55 sendfile.o \
56 signal .o \
57 socket. o \
58 stat.o \
59 statfs.o \
60 sysctl.o \
61 Sysv_ipc.o \
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62
63
64

66
67
68

70
71

73
74
75

77
78

100
101
102
103

time.o \

truncate. o \

wait.o
CWNOBJS = | x_si gnum o
ASOBJS = I x_handl er.o | x_runexe.o I x_crt.o
OBJECTS = $(CVNOBJS) $(COBJIS) $(ASOBIS)
include ../../Mkefile.lx
include ../../../../Makefile.lib
CSRCS = $(COBJS: Y%0=. ./ compn/ %) $( CWNOBIS: Y%0=$( LX_CWN) / %)
ASSRCS = $( ASOBJS: %0=$(| SASRCDI R) / ¥s)
SRCS = $( CSRCS) $( ASSRCS)
SRCDI R = ../ comon
UTSBASE = P A A B A BV
LIBS = $( DYNLI B)
LDLI BS += I -1 socket -l mapmalloc -lproc -Irtld_db
DYNFLAGS += -W,-e_start -W,-I/native/lib/ld.so.1 -M./comon/ mapfile
CFLAGS += $( CCVERBOSE)
CPPFLAGS += -D_REENTRANT -1../ -1$(UTSBASE)/common/brand/|x -1$(LX_CMN)
ASFLAGS = P $( ASFLAGS $( CURTYPE)) -D ASM -1../  \

-1 $( UTSBASE) / common/ br and/ | x

. KEEP_STATE:
all: $(LIBS)
lint: |intcheck
include ../../../../Makefile.targ
pics/ % o: $(1 SASRCDI R)/ % s

$(COWPI LE.s) -0 $@ $<
$( POST_PROCESS_O)

pics/%o: $(LX CWN)/%c
$(COWPILE. C) -0 $@ $<
$( POST_PROCESS_O)
#endif /* | codereview */
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Bring back LX zones.

R R R R R R

1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
*/

22 /*

23 * Copyright 2007 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #pragne ident " %Y % % %EY% SM "
29 #include <errno. h>
30 #include <string. h>

31 #include <tine.h>
32 #include <sys/Ix_m sc. h>

34 /*

35 * Linux uses different values for it clock identifiers, so we have to do basic
36 * translations between the two. Thankfully, both Linux and Sol aris inplenent
37 * the same POSI X SUSv3 clock types, so the senmantics should be identical.

38 */

40 static int lItos_clock[] = {

41 CLOCK_REALTI ME,

42 CLOCK_MONGTONI C,

43 CLOCK_PROCESS CPUTI ME_I D,

44 CLOCK_THREAD CPUTI ME_TD

45 };

47 #define LX_CLOCK_MAX (sizeof (ltos_clock) / sizeof (ltos_clock[0]))

49 int

50 I x_clock_gettinme(int clock, struct tinmespec *tp)

51 {

52 struct tinespec ts;

54 if (clock <0 || clock > LX CLOCK_ MAX)

55 return (-EINVAL);

57 if (clock_gettinme(ltos_clock[clock], &s) < 0)

58 return (-errno);

60 return ((uucopy(&s, tp, sizeof (struct tinmespec)) < 0) ? -EFAULT : 0);
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63 int

64 | x_clock_settime(int clock, struct tinespec *tp)

65 {

66 struct tinespec ts;

68 if (clock <0 || clock > LX CLOCK_NMAX)

69 return (-EINVAL);

71 if (uucopy(tp, &s, sizeof (struct tinespec)) < 0)
72 return (-EFAULT);

74 return ((clock_settine(ltos_clock[clock], &s) < 0) ? -errno : 0);
75 }

77 int

78 | x_clock_getres(int clock, struct timespec *tp)

79 {

80 struct tinmespec ts;

82 if (clock <0 || clock > LX CLOCK MAX)

83 return (-EINVAL);

85 if (clock_getres(ltos_clock[clock], &s) < 0)

86 return (-errno);

88 return ((uucopy(&s, tp, sizeof (struct tinespec)) < 0) ? -EFAULT : 0);
89 }

91 int

92 | x_cl ock_nanosl eep(int clock, int flags, struct tinmespec *rqtp,
93 struct timespec *rntp)

94 {

95 struct tinespec rqt, rnt;

97 if (clock <0 || clock > LX CLOCK_NMAX)

98 return (-EINVAL);

100 if (uucopy(rgtp, & qt, sizeof (struct tinespec)) < 0)

101 return (-EFAULT);

103 /* the TIMER_RELTIME and TI MER_ABSTIME flags are the same on Linux */
104 if (clock_nanosl eep(ltos_clock[clock], flags, &qt, &nt) < 0)

105 return (-errno);

107 /*

108 * Only copy values to rntp if the timer is TIMER RELTIME and rntp is
109 * non- NULL.

110 */

111 if (((flags & TIMER RELTIME) == TIMER RELTIME) && (rnmtp != NULL) &&
112 (uucopy(&nt, rntp, sizeof (struct timespec)) < 0))

113 return (-EFAULT);

115 return (0);

116 }

117 #endif /* | codereview */
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1/*

22 /*
23 *
24 *

=
[N

B A T

—~

CDDL HEADER START

The contents of this file are subject to the ternms of the
Common Devel opment and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific | anguage governi ng perm ssions

and limtations under the License.

When distributing Covered Code, include this CDDL HEADER i n each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2008 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terms.

25 */

27 #pragne ident

29 #i
30 #i
31 #i
32 #i
33 #i
34 #i
35 #i
36 #i
37 #i
38 #i
39 #i
40 #i
41 #i
42 #i
43 #i
44 #i
45 #i
46 #i
47 #i
48 #i
49 #i
50 #i
51 #i

53 #define LX_CSI GNAL

54 #define LX_CLONE_VM

55 #define LX_CLONE_FS

56 #define LX_CLONE_FI LES
57 #define LX_CLONE_SI GHAND
58 #define LX_CLONE_PI D

59 #define LX_CLONE_PTRACE
60 #define LX_CLONE VFORK
61 #define LX_CLONE_PARENT

" %Y % % %EY% SM "
ncl ude <assert.h>

ncl ude <errno. h>

ncl ude <stdlib. h>

ncl ude <signal . h>

ncl ude <unistd. h>

ncl ude <ucontext.h>

ncl ude <thread. h>

ncl ude <strings. h>
nclude <libintl.h>

ncl ude <sys/regset.h>
ncl ude <sys/syscall.h>
ncl ude <sys/inttypes. h>
ncl ude <sys/param h>

ncl ude <sys/types. h>

ncl ude <sys/segnents. h>
ncl ude <signal . h>

ncl ude <sys/|x_m sc. h>
ncl ude <sys/|x_types. h>
ncl ude <sys/|x_signal . h>
ncl ude <sys/|x_syscall.h>
ncl ude <sys/|x_brand. h>
ncl ude <sys/|x_debug. h>
ncl ude <sys/|x_thread. h>

0x000000f f
0x00000100
0x00000200
0x00000400
0x00000800
0x00001000
0x00002000
0x00004000
0x00008000
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122

124
125
126
127

#def i
#def i
#def i
#def i
#def i
#def i
#def i

#def i

#def i
#def i

#def i
#def i

#def i
#def i

| *

This is dicey.

ne
ne
ne
ne
ne
ne
ne

ne

ne
ne

ne
ne

ne
ne

LX_CLONE_THREAD 0x00010000
LX_CLONE_SYSVSEM 0x00040000
LX_CLONE_SETTLS 0x00080000

LX_CLONE_PARENT_SETTI D 0x00100000

LX_CLONE_CHI LD_CLEARTI D 0x00200000
LX_CLONE_DETACH 0x00400000
LX_CLONE_CHI LD SETTID  0x01000000
SHARED_AS

\
LX_CLONE FS | LX_CLONE_FILES | LX_CLONE S| GHAND)

(LX_CLONE_WM |
CLONE_VFCRK ( LX
L

3 _ CLONE_VM | LX_CLONE_VFORK)
CLONE_TD (LX_CLONE_THREAD| LX_CLONE_DETACH)
I'S_FORK(f) (((f) & SHARED AS) == 0)
I S_VFORK(T) (((f) & CLONE VFORK) == CLONE_VFORK)
LX_EXI T 1
LX_EXI T_GROUP 2

This seens to be an internal glibc structure, and not

part of any external interface. Thus, it is subject to change w thout

noti ce.

FWW clone(2) itself seems to be an internal (or at |east

unstable) interface, since strace(l) shows it differently than the man

*

*

*

*

* page.
*/

st

ruct

{

I

| x_desc

uint32_t entry_nunber;
ui nt32_t base_addr;

uint32_t limt;

uint32_t seg_32bit:1;
uint32_t contents:2;

ui nt32_t read_exec_only:1;
uint32_t limt_in_pages:1;
uint32_t seg_not_present:1;
ui nt32_t useabl e: 1;
uint32_t enpty: 25;

struct clone_state {

1%

extern void | x_setup_clone(uintptr_t, void *,

/*

voi d *c_retaddr; /* instr after clone()'s int80 */
int c_flags; /* flags to clone(2) */

int c_sig; /* signal to send on thread exit */
voi d *c_stk; /* % sp of new thread */

voi d *c_ptidp;

struct |x_desc *c_ldtinfo; /* thread-specific segment */

voi d *c_ctidp;

uintptr_t c_gs; /* Linux’s %gs */

sigset _t c_si gmask; /* signal mask */

I x_af f mask_t c_af f mask; /* CPU affinity mask */

vol atile int *c_clone_res; /* pid/error returned to cloner */

void *);

* Counter incremented when we vfork(2) ourselves, and decrenmented when the
* vfork(2)ed child exit(2)s or exec(2)s.
*

/

static int is_vforked = O;

i nt
I x_exit(uintptr_t pl)
{

int ret, status = (int)pl;
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128

130
131
132
133
134
135
136
137

139
140
141
142

144

146
147

149
150
151
152
153

155
156
157
158
159

161
162
163
164
165

167
168
169

171 i

172
173
174
175

177
178
179
180
181
182
183
184

186

i
|
{

I x_tsd_t *| x_tsd;

/*

* |f we are a vfork(2)ed child, we need to exit as quickly and
* cleanly as possible to avoid corrupting our parent.

S

if (is_vforked !'=0) {
is_vforked--;
_exit(status);

}

if ((ret = thr_getspecific(lx_tsd_key,
I x_err_fatal (gettext(
"%: unable to read thread-specific data:
"exit", strerror(ret));

(void **)& x_tsd)) !=0)

98"),

assert(lx_tsd !'= 0);

I x_tsd->l xtsd_exit = LX EXIT;
| x_tsd->| xtsd_exit_status = status;

/*
* Block all signals in the exit context to avoid taking any signals
* (to the degree possible) while exiting.

*/

(void) sigfillset(& x_tsd->|xtsd_exit_context.uc_sigmask);

/*

* This thread is exiting. Restore the state of the thread to
* what it was before we started running |inux code.

&/

(voi d) setcontext(& x_tsd->l xtsd_exit_context);

/*
* If we returned fromthe setcontext(2),
*/

I x_err_fatal (gettext("%:

sonmething is very wong.

unable to set exit context: %"),

"exit", strerror(errno));
| * NOTREACHED* /
return (0);
nt
X_group_exit(uintptr_t pl)
int ret, status = (int)pl;
I x_tsd_t *| x_tsd;
/*

* |f we are a vfork(2)ed child, we need to exit as quickly and
* cleanly as possible to avoid corrupting our parent.
*

if (is_vforked != 0) {
is_vforked--;
_exit(status);

}

if ((ret = thr_getspecific(lx_tsd_key,
| x_err_fatal (gettext(
"o: unable to read thread-specific data:
"group_exit", strerror(ret));

(void **)& x_tsd)) !=0)

"),

assert(lx_tsd !'= 0);

I x_tsd->I xtsd_exit = LX_EXI T_GROUP;
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194 I x_tsd->l xtsd_exit_status = status;

196 /*

197 * Block all signals in the exit context to avoid taking any signals
198 * (to the degree possible) while exiting.

199 */

200 (void) sigfillset(& x_tsd->Ixtsd_exit_context.uc_sigmask);

202 /*

203 * This thread is exiting. Restore the state of the thread to
204 * what it was before we started running |inux code.

205 */

206 (void) setcontext (& x_tsd->I xtsd_exit_context);

208 I*

209 * |f we returned fromthe setcontext(2), sonething is very wong.
210 *

211 I x_err_fatal (gettext("%: unable to set exit context: 9%"),

212 "group_exit", strerror(errno));

214 / * NOTREACHED* /

215 return (0);

216 }

218 static void *

219 clone_start(void *arg)

220 {

221 int rval;

222 struct clone_state *cs = (struct clone_state *)arg;

223 Ix_tsd_t Ix_tsd;

225 I *

226 * Let the kernel finish setting up all the needed state for this
227 * new t hread.

228 *

229 * W already created the thread using the thr_create(3C) library
230 * call, so npbst of the work required to enmulate | x_clone(2) has
231 * been done by the time we get to this point. Instead of creating
232 * a new brandsys(2) subcommand to performthe |last few bits of
233 * bookkeepi ng, we just use the Ix_clone() slot in the syscall

234 * table.

235 */

236 | x_debug("\tre-vectoring to | x kernel nodule to conplete |Ix_clone()");
237 I x_debug("\tLX _SYS cl one(Ox%, Ox%, Ox%, Ox%, Ox¥%p)",

238 cs->c_flags, cs->c_stk, cs->c_ptidp, cs->c_ldtinfo, cs->c_ctidp);
240 rval = syscal | (SYS_brand, B_EMJLATE_SYSCALL + LX SYS cl one,

241 cs->c_flags, cs->c_stk, cs->c_ptidp, cs->c_ldtinfo, cs->c_ctidp,
242 NULL) ;

244 /*

245 * At this point the parent is waiting for cs->c_clone_res to go
246 * non-zero to indicate the thread has been cloned. The val ue set
247 * in cs->c_clone_res will be used for the return value from

248 * clone().

249 */

250 if (rval <0) {

251 *(cs->c_clone_res) = -errno;

252 | x_debug("\tkernel clone failed, errno %\n", errno);

253 return (NULL);

254 1

256 if (Ix_sched_setaffinity(0, sizeof (cs->c_affmask),

257 (uintptr_t)&cs->c_affmask) != 0) {

258 *(cs->c_clone_res) = -errno;
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260
261
262
263

265
266
267

269
270
271
272
273
274
275
276
277
278
279
280
281
282
283

285
286
287
288
289
290
291

293
294
295
296

298
299
300
301
302
303
304

306
307
308
309

311
312
313
314
315

317

319
320
321

323
324
325

I x_err_fatal (gettext(
"Unable to set affinity mask in child thread: %"),
strerror(errno));

}

/* Initialize the thread specific data for this thread. */
bzero( & x_tsd, sizeof (lIx_tsd));

Ix_tsd. I xtsd_gs = cs->c_gs;

/
Use the address of the stack-allocated |x_tsd as the
per-thread storage area to cache various values for later
use.

*
*
*
*
*
* This address is only used by this thread, so there is no
* danger of other threads using this storage area, nor of it
* being accessed once this stack frame has been freed.
*/
f (thr_setspecific(lx_tsd_key, & x_tsd) !=0) {
*(cs->c_clone_res) = -errno;
I x_err_fatal (

gettext("Unable to set thread-specific ptr for clone: %"),

strerror(rval));

*

* Save the current context of this thread.

*

* W' || restore this context when this thread attenpts to exit.
*/

if (getcontext(& x_tsd.|xtsd_exit_context) != 0) {
*(cs->c_clone_res) = -errno;

I x_err_fatal (gettext(
"Unable to initialize thread-specific exit context: 9%"),
strerror(errno));

}

/*

* Do the final stack twi ddling, reset %gs, and return to the
* clone(2) path

*/

if (Ix_tsd.Ixtsd_exit == 0) {
if (sigprocmask(SI G SETMASK, &cs->c_sigmask, NULL) < 0) {
*(cs->c_clone_res) = -errno;

I x_err_fatal (gettext(
"Unable to rel ease held signals for child "
"thread: 9%"), strerror(errno));

}

/*

* Let the parent know that the clone has (effectively) been
* conpl et ed.

=

*(cs->c_clone_res) = rval;
| x_setup_cl one(cs->c_gs, cs->c_retaddr, cs->c_stk);

/* | x_setup_clone() should never return. */
assert(0);

}

/*
* W are here because the Linux application called the exit() or
* exit_group() systemcall. In turn the brand library did a
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326
327
328
329
330
331
332

334
335
336

338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354

356
357
358
359
360
361
362

364
365
366
367
368

370
371
372
373
374
375
376
377

379
380
381
382
383
384
385

387
389

390
391

=

* setcontext() to junmp to the thread context state saved i
* getcontext(), above.
*/

if (Ix_tsd.lxtsd_exit == LX EXIT)

thr_exit((void *)Ix tsd. | xtsd_exit_status);
el se

exit(lx_tsd.lxtsd_exit_status);

assert(0);
/ * NOTREACHED* /

}

i nt

I x_clone(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4,
uintptr_t p5)

{

struct clone_state *cs;

int flags = (int)pl;

void *cldstk = (void *)p2;

void *ptidp = (void *)p3;

struct | x_desc *Idtinfo = (void *)p4;
void *ctidp = (void *)p5;

thread_t tid,;

vol at|le int clone_res;

Ix_regs_t *rp;
sigset _t sigmask;

if (flags & LX _CLONE_SETTLS)

| x_debug("1 x_cl one(fl ags=0x% st k=0x% pti dp=0x%p | dt =0x%p "

"ctidp=0x¥%", flags, cldstk, ptidp, Idtinfo, ctidp);
} else {
| x_debug("1 x_cl one(fl ags=0x% st k=0x% pti dp=0x%p) ",
flags, cldstk, ptidp);
}

/*

* Only supported for pid 0 on Linux
*

/

if (flags & LX_CLONE_PI D)
return (-EINVAL);

CLONE_THREAD r equi res CLONE_SI GHAND.

in kernel 2.4 and prior.

In kernel 2.6 CLONE_DETACHED was dropped conpletely, so we no
| onger have this requirenent.

/

* ok % ok k& * o

if (flags & CLONE_TD)
if (!(flags & LX_CLONE_SI GHAND))
return (-ElINVAL);
if ((lx_get_kern_version() <= LX KERN 2_4) &&
(flags & CLONE_TD) != CLONE_TD)
return (-ElINVAL);
}

rp = I x_syscall _regs();
/* test if pointer passed by user are witable */

if (flags & LX CLONE PARENT SETTI D)
if (uucopy(ptidp, &pid, sizeof (int)) !=0)

CLONE_THREAD and CLONE_DETACHED nust both be either set or cleared
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392
393
394
395
396
397
398
399
400
401

403
404
405
406
407
408
409
410

412
413

415
416
417
418
419
420
421
422
423
424

426
427
428
429
430
431
432
433

435
436
437
438
439
440
441
442
443
444
445

447
448
449

451
452
453
454
455

457

(*

return (-EFAULT);
if (uucopy(&pid, ptidp, si zeof (int)) '=0)
return (-EFAULT);

(flags & LX CLONE_CHI LD _SETTID) {
if (uucopy(ctidp, &pid, sizeof (int)) != 0)
return (-EFAULT);
if (uucopy(&id, ctidp, si zeof (int)) '=0)
return (-EFAULT);

See if this is a fork() operation or a thr_create(). */
(I S_FORK(flags) || IS VFCRK(fIags)) {
if (flags & LX_CLONE_PARENT)

I x unsupported(gettext(
"clone(2) only supports CLONE_PARENT "
"for threads.\n"));
return (-ENOTSUP);
}

if (flags & LX _CLONE_PTRACE)
I x_ptrace_fork();

if (flags & LX_CLONE_VFORK) {
i s_vforked++;

rval =vfork();
if (rval = 0)
is_vforked--;
} else {
rval = forki1();
if (rval == 0 & I x_is_rpm
(voi d) sleep(lx_rpmdelay);
}
/*

* Since we’'ve already forked, we can't do nuch if uucopy falls
* so we just ignore failure. Failure is unlikely since we've
* tested the menory before we did the fork.
*/
if (rval > 0 & (flags & LX CLONE_PARENT_SETTI D)
(voi d) uucopy(& val, ptidp, sizeof (int)
}

if (rval == 0 & (flags & LX _CLONE_CHI LD SETTID)) {
/*

) |
)

* | x_getpid should not fail, and if it does, there's
* not much we can do about it since we've already
* forked, so on failure, we just don’t copy the
*/rrerrnry.
pid = Ix getpl d();
if (pid

(v0| d) uucopy(&pid, ctidp, sizeof (int));

}
/* Parent just returns */
if (rval 1= 0)
return ((rval < 0) ? -errno : rval);
/*
* |f provided, the child needs its new stack set up.
*/
if (cldstk)

I x_setup_clone(rp->lxr_gs, (void *)rp->lxr_eip, cldstk);

return (0);
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458

460
461
462
463
464
465
466
467
468
469

471
472
473
474
475
476

478
479
480
481
482
483
484
485

487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502

504
505
506
507
508

510
511
512
513
514
515

517

519
520
521
522
523

}

/*
* We have very restricted support....
* supported
*
/

only exactly these flags are

if (((flags & SHARED_AS) != SHARED AS)) {
I x unsupported(gettext(
"clone(2) requires that all or none of CLONE_LVM "
"CLONE_FS, CLONE_FILES, and CLONE_SI GHAND be set.\n"));
return (- ENOTSUP)
}

if (cldstk == NULL) {
| x_unsupport ed(gettext(
"clone(2) requires the caller to allocate the
"child s stack.\n"));
return (-ENOTSUP);

}

/*
* |f we want a signal-on-exit, ensure that the signal is valid.
*
/
if ((sig=1tos_signo[flags & LX CSIGNAL]) == -1) {
| x_unsuppor t ed(gett ext (
"clone(2) passed unsupported signal: %"), sig);
return (-ENOTSUP);

* To avoid nalloc() here, we steal a part of the new thread's
* stack to store all the info that thread m ght need for

* initialization. W also make it 64-bit aligned for good
neasur e.

cs = (struct clone_state *)
((p2 - sizeof (struct clone_state)) & -((uintptr_t)8));
cs->c_flags = flags;
cs->c_sig = sig;
cs->c_stk = cldstk;
cs->c_ptidp = ptidp;
cs->c_ldtinfo = Idtinfo;
cs->c_ctidp = ctidp;
cs->c_clone_res = &cl one_res;
Ccs->Cc_gs = rp->lxr_gs;

if (Ix_sched_getaffinity(0, sizeof (cs->c_affmask),
(uintptr_t)&cs->c_affmask) == -1)
I x_err_fatal (gettext(
"Unable to get affinity mask for parent thread: %"),
strerror(errno));

/*

* W& want the new thread to return directly to the return site for
* the systemcall.

*

cs->c_retaddr = (void *)rp->lxr_eip;
clone_res = 0;

(void) sigfillset(&sigmask);

/*

* Block all signals because the thread we create won't be able to
* properly handle themuntil it’s fully set up.

*/

if (sigprocmask(SI G BLOCK, &signmask, &cs->c_sigmask) < 0) {
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524
525
526

528

530
531
532
533

535
536
537
538
539
540

542
543

545

546 }

| x_debug("l x_cl one sigprocmask() failed: %", strerror(errno));
return (-errno);

}
rval = thr_create(NULL, NULL, clone_start, cs, THR DETACHED, &tid);

/*
* Rel ease any pending signals
*

(voi d) sigprocnask(SI G SETMASK, &cs->c_sigmask, NULL);
/*
* Wait for the child to be created and have its tid assigned.
*
/
if (rval ==
while (clone_res == 0)

rval = clone_res;

}

return (rval);

547 #endif /* | codereview */
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.
7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *

19 * CDDL HEADER END

20 */

21 /*

22 * Copyright 2006 Sun M crosystens, Inc. All rights reserved.

23 * Use is subject to license terns.

24 */

26 #pragne ident " %YW % % %E% SM "

28 #include <assert.h>
29 #include <errno. h>
30 #include <fcntl.h>
31 #include <stdarg. h>
32 #include <stdio. h>
33 #include <stdlib.h>
34 #include <strings. h>
35 #include <thread. h>
36 #include <unistd. h>

38 #include <sys/nodctl.h>
39 #include <sys/stat.h>
40 #include <sys/types. h>

42 #incl ude <sys/|x_brand. h>
43 #include <sys/I|x_ debug h>
44 #include <sys/|x_m sc. h>

46 /* internal debugging state */

47 static char *| x_debug_path = NULL; /* debug output file path */
48 static char | x_debug_pat h_ buf[NV-\XPATHLEN]

50 void

51 | x_debug_enabl e(voi d)

52 {

53 /* send all debugging output to /dev/tty */

54 | x_debug_path = "/dev/tty";

55 | x_debug("| x_debug: debuggi ng out put enabl ed: %", |x_debug_path);
56 }

58 void

59 | x_debug_i ni t (voi d)

60 {

61 if (getenv("LX _DEBUG') == NULL)
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62 return;

64 /*

65 * |t's OKto use this value w thout any |ocking, as all callers can
66 * use the return value to deci de whether extra work should be done
67 * before calling | x_debug().

68 *

69 * | f debugging is disabled after a routine calls this function it
70 * doesn’'t really matter as | x_debug() will see debugging is disabled
71 * and will not output anything.

72 */

73 | x_debug_enabl ed =

75 /* check if there’s a debug log file specified */

76 | x_debug_path = getenv("LX_DEBUG FILE");

77 if (lIx_debug_path == NULL) {

78 /* send all debugging output to /dev/tty */

79 | x_debug_path = "/dev/tty";

80 1

82 (void) strlcpy(lx_debug_path_buf, |x_debug_path,

83 si zeof (Ix_debug_path_buf));

84 | x_debug_path = | x_debug_pat h_buf

86 | x_debug("| x_debug: debuggi ng out put ENABLED to path: \"%s\"",
87 | x_debug_pat h);

88 }

90 void

91 | x_debug(const char *nsg, ...)

92 {

93 va_li st

94 char buf[LX MSG_MAXLEN + 1];

95 int rv, fd, n;

96 int errno_backup;

98 if (1x_debug_enabled == 0)

99 return;

101 errno_backup = errno;

103 /* prefix the message with pid/tid */

104 if ((n = snprintf(buf, sizeof (buf), "%/ %: ",

105 getpid(), thr_self())) == -1) {

106 errno = errno_backup;

107 return;

108 }

110 /* format the nessage */

111 va_start(ap, nsg);

112 rv = vsnprintf(&buf[n], sizeof (buf) - n, nsg, ap);

113 va_end( ap) ;

114 if (rv ::-l)

115 errno = errno_backup;

116 return;

117 }

119 /* add a carrige return if there isn't one already */

120 if ((buf[strlen(buf) - 1] '="\n") &&

121 (strlcat(buf, "\n", sizeof (buf)) >= sizeof (buf))) {

122 errno = errno_backup;

123 return;

124 }

126 /*

127 * Qpen the debugging output file. note that we don’t protect
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128 * oursel ves agai nst exec or forkl here. if an nt process were
129 * to exec/forkl while we're doing this they’d end up with an
130 * extra open desciptor in their fd space. a well. shouldn’t
131 * really matter.

132 *

133 if ((fd = open(lx_debug_path,

134 O WRONLY| O_APPEND| O_CREAT| O NDELAY| O NOCTTY, 0666)) == -1) {
135 return;

136 }

137 (void) fchnod(fd, 0666);

139 /* we retry in case of EINTR */

140 do {

141 rv = wite(fd, buf, strlen(buf));

142 } while ((rv == -1) && (errno == EINTR));

143 (void) fsync(fd);

145 (void) close(fd);

146 errno = errno_backup;

147

}
148 #endif /* ! codereview */
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.
7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *

19 * CDDL HEADER END

20 */

21 /*

22 * Copyright 2006 Sun M crosystens, Inc. All rights reserved.

23 * Use is subject to license terns.

24 */

26 #pragne ident " %YW % % %E% SM "

28 #include <string. h>

29 #include <stddef.h>

30 #include <errno. h>

31 #include <unistd. h>

32 #include <assert.h>

33 #include <sys/types. h>

34 #include <sys/systm h>

35 #include <sys/dirent. h>
36 #include <sys/|x_m sc. h>
37 #include <sys/|x_debug. h>

39 #define LX_NAMEVAX 256

41 struct Ix_dirent {

42 | ong d_ino; /* not |_ino_t */
43 | ong d_of f;

44 ushort _t d_reclen;

45 char d_nane[ LX_NAMEMAX] ;
46 };

48 struct Ix_dirent64 {

49 ui nt 64_t d_i no;

50 int64_t d_off;

51 ushort _t d_reclen;

52 uchar _t d_type;

53 ) char d_nane[ LX_NAMVEMAX] ;
54 };

56 #define LX_RECLEN( nanel en)
((of fsetof (struct |Ix_dirent64, d_nane) + 1 + (nanelen) + 7) & ~7)

59 /*
60 * Read in one dirent structure fromfd into dirp.
61 * p3 (count) is ignored.
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62 */

63 /* ARGSUSED* /

64 int

65 | x_readdir(uintptr_t pl, uintptr_t p2, uintptr_t p3)

66 {

67 int fd = (int)pl;

68 struct Ix_dirent *dirp = (struct |x_dirent *)p2;

69 uint_t count = sizeof (struct |x_dirent);

70 int rc = 0;

71 struct Ix_dirent _ld;

72 struct dirent *sd = (struct dirent *)& Id;

74 /*

75 * The return value fromgetdents is not applicable, as
76 * it mght have squeezed nore than one dirent in the buffer
77 * we provided.

78 *

79 * getdents() will deal with the case of dirp == NULL
80 */

81 if ((rc = getdents(fd, sd, count)) < 0)

82 return (-errno);

84 /*

85 * Set rc 1 (pass), or O (end of directory).

86 */

87 rc = (sd->d_reclen == 0) ? 0 : 1;

89 if (uucopy(sd, dirp, count) != 0)

90 return (-errno);

92 return (rc);

93 }

95 /*

96 * Read in dirent64 structures frompl (fd) into p2 (buffer).
97 * p3 (count) is the size of the nenory area.

*

/

98

99 int

100 | x_getdents64(uintptr_t pl, uintptr_t p2, uintptr_t p3)

101 {

102 int fd = (uint_t)pl;

103 void *buf = (void *)p2;

104 voi d *sbuf, *Ibuf;

105 int lbufsz = (uint_t)p3;

106 int sbufsz;

107 int nanel en;

108 struct dirent *sd;

109 struct |x_dirent64 *ld;

110 int bytes, rc;

112 if (Ibufsz < sizeof (struct Ix_dirent64))

113 return (-EINVAL);

115 /*

116 * The Linux dirent64 is bigger than the Solaris dirent64. To
117 * avoid inadvertently consum ng nore of the directory than we can
118 * pass back to the Linux app, we hand the kernel a snaller buffer
119 * than the app handed us.

120 */

121 sbufsz = (I bufsz / 32) * 24,

123 sbuf = SAFE_ALLOCA( sbufsz);

124 | buf = SAFE_ALLOCA(I bufsz);

125 if (sbuf == NULL || Ibuf == NULL)

126 return (- ENOVEM ;
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128 if ((bytes = getdents(fd, sbuf, sbufsz)) < 0)

129 return (-errno);

131 /* munge the Solaris buffer to a linux buffer. */

132 sd = (struct dirent *)sbuf;

133 Id = (struct |x_dirent64 *)Il buf;

134 rc = 0;

135 ile (byt es > O) {

136 nanel en = strlen(sd->d_nane);

137 if (namelen >= LX NAVEVAX)

138 nanel en = LX_NANENAX 1;

139 Id->d_ino = (uint64_t)sd->d_ino;

140 | d->d_off = (int64_t)sd->d_off;

141 | d->d_type = 0;

143 (vo |d) strncpy(ld->d_nane, sd->d_nane, nanelen);
144 1 d->d name[namal en] = 0;

145 I d->d_reclen = (ushort_t)LX RECLEN( nanel en);

147 bytes -= (int)sd->d_reclen;

148 rc += (int)ld->d_reclen;

150 sd = (struct dirent *)(void *)((caddr_t)sd + sd->d_reclen);
151 Id = (struct Ix_dirent64 *)(void *)((caddr_t)Id + Id->d_reclen);
152 }

154 /* now copy the | buf to the userland buffer */

155 assert(rc <= | bufsz);

156 if (uucopy(lbuf, buf, rc) !'=0)

157 return ( EFAU LT) ;

159 return (rc);

160

}
161 #endif /* ! codereview */
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1/*

2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
*/

22 /*

23 * Copyright 2007 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

28 #pragma ident " Y96 A % %E% SM "

30 #include <sys/types. h>
31 #include <sys/filio.h>
32 #include <unistd. h>

33 #include <fcntl. h>

34 #include <stropts. h>
35 #include <libintl.h>
36 #include <errno. h>

37 #include <string.h>

39 #include <sys/Ix_fcntl.h>
40 #i ncl ude <sys/| x_debug. h>
41 #include <sys/|x_m sc. h>

43 static int Ix_fentl _conm(int fd, int cnd, ulong_t arg);

44 static void ltos_flock(struct i x_flock *I struct flock *s);

45 static void stol _flock(struct flock *s, struct Ix_flock *1);

46 static void ltos_flock64(struct Ix_flock64 *|, struct f1 ock64 *s);
47 static void stol _flock64(struct flock64 *s, struct |x_flock64 *I);
48 static short Itos_type(short | _type);

49 static short stol _type(short | _type);

50 static int Ix_fcntl_getfl(int fd);

51 static int Ix_fentl_setfl(int fd, ulong_t arg);

53 int

54 | x_dup2(uintptr_t pl, uintptr_t p2)

55 {

56 int oldfd = (int)pl;

57 int newfd = (int)p2;

58 int rc;

60 rc = fentl (ol dfd, F_DUP2FD, newfd);

61 return ((rc == -1) ? -errno : rc);
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62 }

64 int

65 I x_fentl (uintptr_t pl, uintptr_t p2, uintptr_t p3)

66 {

67 i nt fd = (int)pl;

68 int crrd:(lnt)pz;

69 ul ong_t arg = (ulong_t)p3;

70 struct |x_flock Ixflk;

71 struct flock fl;

72 int Ik = 0;

73 int rc;

75 /*

76 * The 64-bit fcntl commands nust go through fcntl 64().
77 */

78 if (cmd == LX_F_GETLK64 || cmd == LX _F_SETLK64 ||

79 cnd == LX_F_SETLKW64)

80 return (-EINVAL);

82 if (crrd == LX F SETSIG || cnd == LX_F CGETSIG || cmd == LX F_SETLEASE ||
83 cmd == LX_F_CETLEASE)

84 I x unsupported(gettext( %(): unsupported conmand: 9%d"),
85 "fentl", cnd);

86 return (- ENOTSUP)

87 }

89 if (cmd == LX_F_GETLK || cmd == LX_F_SETLK ||

90 cnd == LX F_SETLKW {

91 if (uucopy((vmd *)p3, (void *)& xflk,

92 si zeof (struct Ix_flock)) = 0)

93 return (-errno);

94 Ik = 1;

95 Itos_flock(& xflk, &fl);

96 arg = (ulong_t)&fl;

97 1

99 rc = Ix_fentl _com(fd, cnd, arg);

101 if (1k)

102 stol _flock(& I, (struct Ix_flock *)p3);

104 return (rc);

105 }

107 int

108 I x_fcntl 64(uintptr_t pl, uintptr_t p2, uintptr_t p3)

109 {

110 int fd:(int)pl;

111 int cmd = (int)p2;

112 struct |x_flock |xflk;

113 struct | x_flock64 |xflk64;

114 struct flock fl;

115 struct flock6é4 fl64;

116 int rc;

118 if (cnd == LX F_SETSIG || cnd == LX F GETSIG || cnd == LX_F_SETLEASE | |
119 cnd == LX_F_GETLEASE)

120 I x unsupported(gettext(“O/s() unsupported command: %"),
121 "fentl 64", cnd);

122 return (- ENOTSUP);

123 }

125 if (cnd == LX_F_GETLK || cnd == LX_F SETLK || cnmd == LX_F_SETLKW {
126 if (uucopy((vmd *)p3 (v0|d *) & xflk,

127 si zeof (struct Ix_flock)) 1= 0)
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128 return (-errno);

129 Itos_flock(& xflk, &l);

130 rc = Ix_fentl _con(fd, cnd, (ulong_t)&fl);
131 stol _flock(& I, (struct I'x _flock *)p3);

132 } elseif (cnd == LXFG:‘l‘LK64|| cnd == LXFSETLKWS4||
133 cnd == LX_F_SETLK64) {

134 if (uucopy((void *)p3, (void *)& xflk64,

135 si zeof (struct Ix flock64)) 1= 0)

136 return (-errno

137 Itos _flock64(& xfl k64, &fl64)

138 rc = Ix_fentl _com(fd, cnd, (ulong_t)&fl64);
139 stol _flock64(&f |64, (struct I x_flock64 *)p3);
140 } else {

141 rc = Ix_fentl _com(fd, cnd, (ulong_t)p3);

142 }

144 return (rc);

145 }

147 static int
148 I x_fcntl _com(int fd, int cnd, ulong_t arg)
{

149

150 int rc = 0;

152 switch (cnd) {

153 case LX_F_DUPFD:

154 rc = fentl (fd, F_DUPFD, arg);
155 br eak;

157 case LX_F_CETFD:

158 rc = fentl (fd, F_CGETFD, 0);
159 br eak;

161 case LX_F_SETFD:

162 rc = fentl (fd, F_SETFD, arg);
163 br eak;

165 case LX_F_CETFL:

166 rc = Ix_fentl _getfl (fd);

167 br eak;

169 case LX_F_SETFL:

170 rc = Ix_fentl_setfl (fd, arg);
171 br eak;

173 case LX_F_CETLK:

174 rc = fentl (fd, F_CGETLK, arg);
175 br eak;

177 case LX_F_SETLK:

178 rc = fentl (fd, F_SETLK, arg);
179 br eak;

181 case LX_F_SETLKW

182 rc = fentl (fd, F_SETLKW arg);
183 br eak;

185 case LX F_CETLK64:

186 rc = fentl (fd, F_CGETLK64, arg);
187 br eak;

189 case LX_F_SETLK64:

190 rc = fentl (fd, F_SETLK64, arg);
191 br eak;

193 case LX_F_SETLKWS4:

\
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194 rc = fentl (fd, F_SETLKWS4, arg);
195 br eak;

197 case LX_| F SETO/\N

198 = fentl (fd, F_SETOM, arg);
199 break

201 case LX_F_CETOM:

202 “rc = fentl (fd, F_GETOM, arg);
203 br eak;

205 defaul t:

206 return (-EINVAL);

207 }

209 return ((rc == -1) ? -errno : rc);
210 }

213 #define LTOS_FLOCK(I, s)

214 {

215 s->| _type = ltos_type(l->I_type);
216 s->| _whence = [ ->| \Ahence

217 s-> _start = |->| _start;

218 s-> _len =1->_len;

219 s->| _sysid = 0; /* not defined in linux */
220 s-> _pid = (pid_t)l-> _pid

221 }

223 #define STOL_FLOCK(s, )

224 {

225 I-> _type = stol type(s >l _type);
226 I ->l \Ahence = s->| _whence;

227 |-> “start = s->| _start;

228 I->"len = s->| _len;

229 |->I_pid:(int)s->l_pid;

230 }

232 static void

233 Itos_flock(struct Ix_flock *I, struct flock *s)
234 {

235 LTOS_FLOCK(I, s)

236 }

238 static void

239 stol _flock(struct flock *s, struct |Ix_flock *I)
240 {

241 STOL_FLOCK(s, |)

242 }

244 static void

245 1tos_fl ock64(struct |x_flock64 *I, struct flock64 *s)
246 {

247 LTOS_FLOCK(I, s)

248 }

250 static void

251 stol _flock64(struct flock64 *s, struct |x_flock64 *I)
252 {

253 STOL_FLOCK(s, )

254 }

256 static short

257 ltos_type(short | _type)
258 {

259 switch (I_type) {

e e —

e e —
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260 case LX_F_RDLCK:

261 return (F_RDLCK);
262 case LX F_VRLCK:

263 return (F_WRLCK);
264 case LX_F_UNLCK:

265 return (F_UNLCK);
266 defaul t:

267 return (-1);

268 }

269 }

271 static short
272 stol _type(short | _type)

273 {

274 switch (I_type) {

275 case F_RDLCK:

276 return (LX_F_RDLCK) ;

277 case F_WRLCK:

278 return (LX_F_WRLCK);
279 case F_UNLCK:

280 return (LX_F_UNLCK);
281 defaul t:

282 /* can’t ever happen */
283 return (0);

284 }

285 }

287 int

288 I x_fentl _getfl(int fd)

289 {

290 int retval;

291 int rc;

293 retval = fentl (fd, F_GETFL, 0);
295 if ((retval & O A == O _RDONLY)
296 rc = LX O RDO\ILY

297 else if ((retval & O ACCMODE) == O WRONLY)
298 rc = LX_ O WRONLY;

299 el se

300 rc = LX_ O RDWR,

301 /* O NDELAY '— O NONBLOCK, so we need to check for both */
302 if (retval & O NDELAY)

303 rc | = LX_O NDELAY;

304 if (retval & O NONBLOCK)

305 rc | = LX_O NONBLOCK;
306 if (retval & O APPEND)

307 rc | = LX_O APPEND;

308 if (retval & O SYNC)

309 rc | = LX_O_SYNG

310 if (retval & O LARGEFILE)

311 rc | = LX O LARGEFI LE;
312 if (retval & FASYNC)

313 rc | = LX_O ASYNC,

315 return (rc);

316 }

318 int

319 I x_fentl _setfl(int fd, ulong_t arg)

320 {

321 int new arg;

323 new arg =

324 /* LX_O_ NDELAY == LX_O NONBLOCK, so we only check for one */

325 if (arg & LX_O NDELAY)
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326 new_arg | = O NONBLOCK;

327 if (arg & LX_O APPEND)

328 new arg | = O APPEND;

329 if (arg & LX_O_SYNC)

330 new arg | = O SYNG

331 if (arg & LX O LARGEFI LE)

332 new arg | = O LARCEFI LE;

333 if (arg & LX O ASYNC)

334 new_arg | = FASYNG,

336 return ((fentl (fd, F_SETFL, new,arg) == 0) ? 0 : -errno);
337 }

339 /*

340 * flock() applies or renpves an advisory lock on the file
341 * associated with the file descriptor fd.

342 *

343 * Stolen verbatimfromusr/src/ucblib/libucb/port/sys/flock.c
344 *

345 * operation is: LX LOCK SH, LX LOCK_EX, LX_LOCK_UN, LX LOCK_NB
346 */

347 int

348 | x_flock(uintptr_t pl, uintptr_t p2)

349 {

350 int fd = (int)pl;

351 int operation = (int)p2;

352 struct flock fl;

358 int cnd;

354 int ret;

356 /* 1In non-bl ocking |ock, use F_SETLK for cnd, F_SETLKW ot herwi se */
357 if (operation & LX_| LOCK _NB) {

358 cnmd = F_SETLK;

359 operation & ~LX LOCK_NB; /* turn off this bit */
360 } else

361 cmd = F_SETLKW

363 switch (operation) {

364 case LX_LOCK_UN:

365 fl.1 _type = F_UNLCK;

366 br eak;

367 case LX_ LOCK SH:

368 | _type = F_RDLCK;

369 break

370 case LX LOCK_| EX:

371 “fl.1_type = F_WRLCK;

372 br eak;

373 defaul t:

374 return (-EINVAL);

375 }

377 fl.l_whence = 0;

378 fl.l_start = 0;

379 fl.l _len = 0;

381 ret = fentl(fd, cnd, &fl);

383 if (ret == -1 & errno == EACCES)

384 return (- EWOULDBLOCK);

386 return ((ret == -1) ? -errno : ret);

387 }

388 #endif /* ! codereview */
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.
7 *

8 * You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng permn ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the follow ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 =*

19 * CDDL HEADER END

20 */

22 | *

23 * Copyright 2009 Sun M crosystens, Inc. Al rights reserved.

24 * Use is subject to license terns.

25 */

27 #include <sys/fstyp.h>
28 #include <sys/fsid. h>

30 #include <errno. h>
31 #include <unistd. h>
32 #include <stdio. h>
33 #include <sys/types. h>
34 #include <sys/stat.h>
35 #incl ude <sys/vnode. h>
36 #include <fcntl. h>
37 #include <string. h>
38 #include <utine.h>
39 #include <atomic. h>

41 #include <sys/|x_syscall.h>
42 #include <sys/I|x_types. h>
43 #incl ude <sys/|x_debug. h>
44 #incl ude <sys/|x_m sc. h>

45 #include <sys/Ix_fecntl. h>

47 static int
48 instal |l _checkpath(uintptr_t pl)
{

49

50 int saved_errno = errno;

51 char pat h[ MAXPATHLEN ;

53] /*

54 * The "dev" RPM package wants to nodify /dev/pts, but /dev/pts is a
55 * | of s nounted copy of /native/dev/pts, so that won't work.

56 *

57 * Instead, if we're trying to nodify /dev/pts frominstall node, just
58 * act as if it succeded.

59 *

60 if (uucopystr((void *)pl, path, MAXPATHLEN) == -1)
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61 return (-errno);

63 if (strcnp(path, "/dev/pts") == 0)

64 return (0);

66 errno = saved_errno;

67 return (-errno);

68 }

70 [ *

71 * Convert linux LX AT _* flags to solaris AT_* flags, while verifying all owed
72 * flags have been passed. This also allows EACCESS/ REMOVEDI R to be transl ated
73 * correctly since on linux they have the sane val ue.

74 */

75 int

76 Itos_at_flag(int Iflag, int allow)

77 {

78 int sflag = 0;

80 if ((Iflag & LX_AT_EACCESS) && (allow & AT_EACCESS)) {

81 Iflag & ~LX_AT_EACCESS;

82 sflag | = AT_EACCESS;

83 }

85 if ((Iflag & LX_AT_REMOVEDI R) &&(allow&AT REMOVEDI R)) {

86 Iflag & ~LX_AT_REMOVEDI

87 sflag | = AT_REMOVEDI R;

88 }

90 if ((Iflag & LX_AT_SYM.I NK_NOFOLLOW && (allow & AT_SYM.I NK_NOFOLLOW) {
91 1 flag & ~LX_AT_SYM.I NK_NOFOLLOW

92 sflag | = AT_SYM.I NK_NOFOLLOW

93 }

95 /* right now solaris doesn't have a _FOLLOWNflag, so use a fake one */
96 if ((I'flag & LX AT_SYM.INK FOLLOW && (allow & LX AT SYM.INK FOLLOW) {
97 Iflag & ~LX_AT_SYM.I NK_FOLLOW

98 sflag | = LX_AT_SYM.I NK_FOLLOW

99 }

101 /* if flag is not zero than sonme flags did not hit the above code */
102 if (Iflag)

103 return (-EINVAL);

105 return (sflag);

106 }

109 /*

110 * Mscellaneous file-related systemcalls.

111 */

113 /*

114 * Linux creates half-dupl ex unnamed pi pes and Sol aris creates full-dupl ex
115 * pipes. Thus, to get the correct semantics, our sinple pipe() system

116 * call actually needs to create a naned pipe, do three opens, a close, and
117 * an unlink. This is woefully expensive. |f perfornmance becones a real
118 * issue, we can inplenent a half-duplex pipe() in the brand nodul e.

119 */

120 #define Pl PENAMESZ 32 /* enough room for /tnp/.pipe.<pid> <nun> */

122 int

123 | x_pi pe(uintptr_t pl)

124 {

125 static uint32_t pipecnt = O;

126 int cnt;
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127 char pi penane[ Pl PENAMESZ] ; 193 }
128 int fds[3];
129 int r =0; 195 /*
196 * On Linux, an unlink of a directory returns El SDIR, not EPERM
131 fds[0] = -1; 197 */
132 fds[1] = -1; 198 int
133 fds[2] = -1; 199 I x_unlink(uintptr_t p)
200 {
135 /* 201 char *pathname = (char *)p;
136 * Construct a nane for the named pipe: /tnp/.pipe.<pid> <++cnt> 202 struct stat64 statbuf;
137 */
138 cnt = atomic_inc_32_nv(&pipecnt); 204 if ((lstat64(pathnanme, &statbuf) == 0) && S | SDI R(st at buf. st_node))
205 return (-EISDR);
140 (void) snprintf(pipenanme, PIPENAMESZ, "/tnp/. pipe.%. %d",
141 getpid(), cnt); 207 return (unlink(pathname) ? -errno : 0);
208 }
143 if (nkfifo(pi penamre, 0600))
144 return (-errno); 210 int
211 | x_unlinkat (uintptr_t extl, uintptr_t pl, uintptr_t p2)
146 /* 212 {
147 * To prevent either the read-only or wite-only open from 213 int atfd = (int)extl;
148 * bl ocking, we first need to open the pipe for both reading and 214 char *pathnane = (char *)pl;
149 * writing. 215 int flag = (int)p2;
150 */ 216 struct stat64 statbuf;
151 if (((fds[2] = open(pipenane, O RDWR)) < 0) ||
152 ((fds[0] = open(pipename, O RDONLY)) < 0) || 218 if (atfd == LX_AT_FDCWD)
153 ((fds[1] = open(pipenane, O WRONLY)) < 0)) { 219 atfd = AT_FDOWD,
154 r = errno;
155 } else { 221 flag = Itos_at_flag(flag, AT_REMOVED R);
156 /* 222 if (flag < 0)
157 * Copy the two one-way fds back to the app’ s address 223 return (-EINVAL);
158 * space.
159 2 225 if (!(flag & AT_REMOVEDI R))
160 if (uucopy(fds, (void *)pl, 2 * sizeof (int))) 226 /* Behave like unlink() */
161 r = errno; 227 if ((fstatat64(atfd, pathnane, &statbuf, AT_SYM.I NK_NOFOLLOW ==
162 } 228 0) && S | SDI R(stat buf.st_node))
229 return (-EISDIR);
164 if (fds[2] >= 0) 230 }
165 (void) close(fds[2]);
166 (voi d) unlink(pi penane); 232 return (unlinkat(atfd, pathname, flag) ? -errno : 0);
233 }
168 if (r '=0)
169 if (fds[0] >= 0) 235 /[ *
170 (void) close(fds[0]); 236 * fsync() and fdatasync() - On Solaris, these calls translate into a conmon
171 if (fds[1] >= 0) 237 * fsync() syscall with a different paraneter, so we layer on top of the librt
172 (void) close(fds[1]); 238 * functions instead.
173 } 239 */
240 int
175 return (-r); 241 | x_fsync(uintptr_t fd)
176 } 242 {
243 int fildes = (int)fd;
178 | * 244 struct stat64 statbuf;
179 * On Linux, even root cannot create a link to a directory, so we have to
180 * add an explicit check. 246 if ((fstat64(fildes, &statbuf) == 0) &&
181 */ 247 (S_I SCHR(stat buf.st_npde) || S_ISFIFQstatbuf.st_node)))
182 int 248 return (-EINVAL);
183 I x_link(uintptr_t pl, uintptr_t p2)
184 { 250 return (fsync((int)fd) ? -errno : 0);
185 char *from= (char *)pl; 251 }
186 char *to = (char *)p2;
187 struct stat64 statbuf; 253 int
254 | x_fdatasync(uintptr_t fd)
189 if ((stat64(from &statbuf) == 0) & S_| SDI R(st at buf.st_node)) 255 {
190 return (-EPERM; 256 int fildes = (int)fd;
257 struct stat64 statbuf;
192 return (link(from to) ? -errno : 0);




new usr/src/lib/brand/ | x/|x_brand/ common/file.c

259 if ((fstat64(fildes, &statbuf) == 0) &&

260 (S_I SCHR(st at buf . st _node) || S_I SFI FQ(st at buf.st_node)))
261 return (-EINVAL);

263 return (fdatasync((int)fd) ? -errno : 0);

264 }

266 /*

267 * Linux, unlike Solaris, ALWAYS resets the setuid and setgid bits on a

268 * chown/fchown regardless of whether it was done by root or not.

269 * we nust do extra work after each chown/fchown call to emulate this behavior.
*

Ther ef or e,

270 /

271 #define SETUG D (S_ISUD | S_ISG D)

273 | *

274 * [If]lchownl6() - Translate the uid/gid and pass onto the real functions.
275 */

276 int

277 | x_chownl6(uintptr_t pl, uintptr_t p2, uintptr_t p3)

278 {

279 char *filename = (char *)p1l;

280 struct stat64 statbuf;

282 if (chown(filename, LX U D16_TO U D32((Ix_gidl6_t)p2),
283 LX G D16 TOG|D32((I>< gi d16_t) p3)))

284 return (-errno);

286 if (stat64(filename, &statbuf) ==

287 stat buf . st_node & ~S_| SUI D;

288 if (statbuf.st_node & S | XGRP)

289 stat buf. st _node & ~S_| SA D;

290 (void) chnod(fil enanme, (statbuf. st_rmde & MODEMASK) ) ;
291 }

293 return (0);

294 }

296 int

297 | x_fchownl6(uintptr_t pl, uintptr_t p2, uintptr_t p3)

298 {

299 int fd = (int)pl;

300 struct stat64 statbuf;

302 if (fchown(fd, LX UID16 TO U D32((!x_gid16_t)p2),

303 LX G D16_TO G D32( (I x_gi d16_t) p3)))

304 return (-errno);

306 if (fstat64(fd, &statbuf) ==

307 stat buf . st_node & ~S_ | SU D,

308 if (statbuf.st_node & S | XGRP)

309 statbuf. st_node & ~S_| SA D,

310 (void) fchnod(fd, (statbuf.st _node & MODEMASK));
311 }

313 return (0);

314 }

316 int

317 | x_l chown16(uintptr_t pl, uintptr_t p2, uintptr_t p3)

318 {

319 return (I chown((char *)pl, LX U D16_TO U D32((Ix_gidl6_t)p2),
320 LX_G D16_TO G D32( (I x_gi d16_t)p3)) ? -errno : 0);
321 }

323 int

324 | x_chown(uintptr_t pl, uintptr_t p2, uintptr_t p3)
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325
326
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{

}

int
x_fchown(uintptr_t pl, uintptr_t p2, uintptr_t p3)

[
{

char *filename = (char *)pil;

struct stat64 statbuf;

int ret;

ret = chown(filename, (uid_t)p2, (gid_t)p3);

if (ret <0) {

/*
* |f chown() failed and we’re in install node, return success
* if the the reason we failed was because the source file
* didn't actually exist or if we're trying to nodify /dev/pts.
*
if ((Ix_install I'=0) &&

((errno == ENCENT) || (install_checkpath(pl) == 0)))

return (0);

return (-errno);

}

if (stat64(filename, &statbuf) == 0)
stat buf.st_node & ~S_| SU D;
if (statbuf.st_node & S_| XGRP)
stat buf. st_node & ~S_ | SA D;
) (void) chnod(filename, (statbuf.st rrode & MODEMASK) ) ;

return (0);

int fd = (int)pl;
struct stat64 statbuf;

if (fchown(fd, (uid_t)p2, (gid_t)p3))
return (-errno);

if (fstat64(fd, &statbuf) == {
stat buf . st_node & ~S_| SU D;
if (statbuf.st_node & S | XGRP)
st at buf. st _node & ~S | SA D,
(void) fchnod(fd, (statbuf.st _node & MODEMASK));
}

return (0);

_chrmod(uintptr_t pl, uintptr_t p2)

int ret;
ret = chnod((const char *)pl, (node_t)p2);
if (ret <0) {

/*

* |f chown() failed and we’re in install npde, return success
* if the the reason we failed was because the source file

* didn't actually exist or if we're trying to nodify /dev/pts.
*

/
if ((Ix_install !'=0) &&

((errno == ENCENT) || (install_checkpath(pl) == 0)))
return (0);
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391 return (-errno);

392 1

394 return (0);

395 }

397 int

398 I x_utine(uintptr_t pl, uintptr_t p2)

399 {

400 int ret;

402 ret = utinme((const char *)pl, (const struct utinbuf *)p2);

404 if (ret <0) {

405 /*

406 * |f chown() failed and we’re in install node, return success
407 * if the the reason we failed was because the source file
408 * didn’t actually exist or if we're trying to nodify /dev/pts.
409 */

410 if ((Ix_install !'=0) &&

411 ((errno == ENCENT) || (install_checkpath(pl) == 0)))
412 return (0);

414 return (-errno);

415 }

417 return (0);

418 }

420 [ *

421 * seek() - The Linux inplenentation takes an additional paranmeter, which is
422 * e resulting position in the file.

423 *

424 int

425 | x_| I seek(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4,

426 uintptr_t p5)

427 {

428 of fset _t ret;

429 of fset_t *res = (offset_t *)p4,;

431 /* SEEK_DATA and SEEK _HOLE are only valid in Solaris */

432 if ((int)p5 > SEEK_END)

433 return (-EINVAL);

435 if ((ret = 1llseek((int)pl, LX 32T0C64(p3, p2), p5)) < 0)

436 return (-errno);

438 *res = ret;

439 return (0);

440 }

442 | *

443 * seek() - Wen the resultant file offset cannot be represented in 32 bits,
444 * Linux performs the seek but Solaris doesn't, though both set EOVERFLOWN W
445 * call Ilseek() and then check to see if we need to return EOVERFLOW

446 */

447 int

448 | x_| seek(uintptr_t pl, uintptr_t p2, uintptr_t p3)

449 {

450 of fset _t offset = (offset_t)(off_t)(p2); /* sign extend */
451 of fset_t ret;

452 of f _t ret32;

454 /* SEEK_DATA and SEEK HOLE are only valid in Solaris */

455 if ((int)p3 > SEEK_END)

456 return (-EINVAL);
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474 {
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/

496 {

497
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521
522

if ((ret = 1lseek((int)pl, offset, p3)) < 0)
return (-errno);

ret32 = (off_t)ret;
if ((offset_t)ret32 == ret)
return (ret32);

return (- EOVERFLOW ;

el se

*

* Neither Solaris nor Linux actually returns anything to the caller, but glibc

* expects to see SOME val ue returned, so placate it and return O
*/

nt
x_sync(voi d)
sync() ;
return (0);
nt
x_rndir(uintptr_t pl)
int r;
r = rmdir((char *)pl);
if (r <0

return ((errno == EEXI ST) ? -ENOTEMPTY : -errno);
return (0);

*

* Exactly the sane as Solaris’ sysfs(2), except Linux nunmbers their fs indices

* starting at 0, and Solaris starts at
*/

nt
x_sysfs(uintptr_t pl, uintptr_t p2, uintptr_t p3)

int option = (int)pil;
int res;

/*
*

Li nux actually doesn’t have #defines for these; their sysfs(2)

* man page literally defines the "option" field as being 1, 2 or 3,

* corresponding to Solaris’ GETFSIND, GETFSTYP and GETNFSTYP,
* respectively.
*

switch (option) {

case 1
if ((res = sysfs(GETFSIND, (const char *)p2)) < 0)
return (-errno);
return (res - 1);
case 2:
if ((res = sysfs(GETFSTYP, (int)p2 + 1,
(char *)p3)) < 0)
return (-errno);
return (0);
case 3:

if ((res = sysfs(GETNFSTYP)) < 0)
return (-errno);



new usr/src/lib/brand/ | x/|x_brand/ common/file.c

524 return (res);

526 defaul t:

527 br eak;

528 }

530 return (-EINVAL);

531 }

533 int

534 | x_faccessat(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4)
535 {

536 int atfd = (int)pl;

537 char *path = (char *)p2;

538 int node = (node_t)p3;

539 int flag = (int)p4;

541 if (atfd == LX_AT_FDOWD)

542 atfd = AT_FDCOWD;

544 flag = Itos_at_flag(flag, AT_EACCESS);

545 if (flag < 0)

546 return (-EINVAL);

548 return (faccessat(atfd, path, node, flag) ? -errno : 0);

549 }

551 int

552 | x_futinmesat(uintptr_t pl, uintptr_t p2, uintptr_t p3)

553 {

554 int atfd = (int)pl;

555 char *path = (char *)p2;

556 struct tineval *tinmes = (struct timeval *)p3;

558 if (atfd == LX_AT_FDOWD)

559 atfd = AT_FDOWD,

561 return (futinmesat(atfd, path, times) ? -errno : 0);

562 }

565 /*

566 * Constructs an absolute path string in buf fromthe path of fd and the
567 * relative path string pointed to by "pl". This is required for enulating
568 * *at() systemcalls.

569 * Exanpl e:

570 * If the path of fd is "/foo/bar" and path is "etc" the string returned is
571 * "/foo/bar/etc", if the fdis a file fd then it fails with ENOTD R
572 * If path is absolute then no nodifcations are nade to it when copied.
573 */

574 static int
575 getpathat(int fd, uintptr_t pl, char *outbuf, size_t outbuf_size)

576 {

577 char pat hbuf [ MAXPATHLEN ;

578 char fdpat hbuf [ MAXPATHLEN] ;

579 char *fdpath;

580 struct stat64 statbuf;

582 if (uucopystr((void *)pl, pathbuf, MAXPATHLEN) == -1)
583 return (-errno);

585 /* |f the path is absolute then we can early out */
586 if ((pathbuf[0] =="/") || (fd == LX_AT_FDCWD)) {
587 (void) strlcpy(outbuf, pathbuf, outbuf_size);

588 return (0);
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589 }

591 fdpath = I x_fd_to_path(fd, fdpathbuf, sizeof (fdpathbuf));
592 if (fdpath == NULL)

593 return (-EBADF);

595 if ((fstat64(fd, &statbuf) < 0))

596 return (-EBADF);

598 if (!S_|ISDR(statbuf.st_node))

599 return (-ENOIDIR);

601 if (snprintf(outbuf, outbuf_size, "%/%", fdpath, pathbuf) >
602 (out buf _si ze- 1))

603 return (- ENAVETOOLONG) ;

605 return (0);

606 }

608 int

609 | x_nkdirat(uintptr_t pl, uintptr_t p2, uintptr_t p3)

610 {

611 int atfd:(int)pl

612 node_t node = (node_t)p3;

613 char pat hbuf [ MAXPATHLEN ;

614 int ret;

616 ret = getpathat(atfd, p2, pathbuf, sizeof (pathbuf));
617 if (ret <0)

618 return (ret);

620 return (nkdir(pathbuf, node) ? -errno : 0);

621 }

623 int

624 | x_nknodat (uintptr_t extl, uintptr_t pl, uintptr_t p2, uintptr_t p3)
625 {

626 int atfd = (int)extl;

627 char pat hbuf [ MAXPATHLEN] ;

628 int ret;

630 ret = getpathat(atfd, pl, pathbuf, sizeof (pathbuf));
631 if (ret <0)

632 return (ret);

634 return (I x_nknod((uintptr_t)pathbuf, p2, p3));

635 }

637 int

638 | x_synmlinkat(uintptr_t pl, uintptr_t extl, uintptr_t p2)

639 {

640 int atfd = (int)extl;

641 char pat hbuf [ MAXPATHLEN ;

642 int ret;

644 ret = getpathat(atfd, p2, pathbuf, sizeof (pathbuf));
645 if (ret < 0)

646 return (ret);

648 return (symink((char *)pl, pathbuf) ? -errno : 0);
649 }

651 int

652 | x_linkat(uintptr_t extl, uintptr_t pl, uintptr_t ext2, uintptr_t p2,
653 uintptr_t p3)

654 {

10
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655 int atfdl = (int)extl; 721 el se
656 int atfd2 = (int)ext2; 722 return (I x_chown((uintptr_t)pathbuf, p2, p3));
657 char pat hbuf 1] MAXPATHLEN] ; 723 }
658 char pat hbuf 2[ MAXPATHLEN] ;
659 int ret; 725 int
726 | x_fchnodat (uintptr_t extl, uintptr_t pl, uintptr_t p2, uintptr_t p3)
661 /* 727 {
662 * The flag specifies whether the hardlink will point to a symiink or 728 int atfd = (int)extd,;
663 * not, on solaris the default behaviour of link() is to dereference a 729 char pat hbuf [ MAXPATHLEN ;
664 * symink and there is no obvious way to trigger the other behaviour. 730 int ret;
665 * So for now we just ignore this flag and act like |ink().
666 */ 732 /*
667 /* LINTED [set but not used in function] */ 733 * |t seens that at |east some versions of glibc do not set or clear
668 int flag = p3; 734 * the flags arg, so checking themw Il result in random behavi our.
735 */
670 if (flag !'= p3) 736 /* LINTED [set but not used in function] */
671 return (flag); // workaround. 737 int flag = p3;
673 ret = getpathat(atfdl, pl, pathbufl, sizeof (pathbufl)); 739 if (flag !'= p3)
674 if (ret <0) 740 return (flag); // workaround.
675 return (ret);
742 ret = getpathat(atfd, pl, pathbuf, sizeof (pathbuf));
677 ret = getpathat(atfd2, p2, pathbuf2, sizeof (pathbuf2)); 743 if (ret <0)
678 if (ret <0) 744 return (ret);
679 return (ret);
746 return (I x_chmod((uintptr_t)pathbuf, p2));
681 return (Ix_link((uintptr_t)pathbufl, (uintptr_t)pathbuf2)); 747 }
682 } 748 #endif /* | codereview */
684 int
685 | x_readlinkat(uintptr_t extl, uintptr_t pl, uintptr_t p2, uintptr_t p3)
686 {
687 int atfd = (int)extd;
688 char pat hbuf [ MAXPATHLEN ;
689 int ret;
691 ret = getpathat(atfd, pl, pathbuf, sizeof (pathbuf));
692 if (ret <0)
693 return (ret);
695 ret = readlink(pathbuf, (char *)p2, (size_t)p3);
696 if (ret <0)
697 return (-errno);
699 return (ret);
700 }
702 int
703 | x_fchownat (uintptr_t extl, uintptr_t pl, uintptr_t p2, uintptr_t p3,
704 uintptr_t p4)
705 {
706 int flag;
707 int atfd = (int)extl;
708 char pat hbuf [ MAXPATHLEN] ;
709 int ret;
711 flag = Itos_at_flag(p4, AT_SYM.INK _NOFOLLOW ;
712 if (flag < 0)
713 return (-EI NVAL);
715 ret = getpathat(atfd, pl, pathbuf, sizeof (pathbuf));
716 if (ret <0)
717 return (ret);
719 if (flag & AT_SYM.I NK_NOFOLLOW
720 return (| chown(pathbuf, (uid_t)p2, (gid_t)p3) ? -errno : 0);
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1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
*/

22 /| *

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #pragne ident " %Yo N % %E% SM "
29 #include <errno. h>

30 #include <unistd. h>
31 #include <sys/Ix_m sc. h>

33 /*
34 * fork() and vfork()
35 *
36 * These cannot be pass thru systemcalls because we need libc to do its own
37 * initialization or else bad things will happen (i.e. ending up with a bad
38 * schedctl page). On Linux, there is no such thing as forkall (), so we use
39 * forkl() here.
40 */
41 int
42 |1 x_fork(void)
43 {
44 int ret = forkl();
46 if (ret == 0 && Ix_is_rpm
47 (void) sleep(lx_rpmdelay);
49 return (ret == -1 ? -errno : ret);
50 }
52 /*
53 * For vfork(), we have a serious problem because the child is not allowed to
54 * return fromthe current frame because it will corrupt the parent’s stack.
55 * Since the semantics of vfork() are rather ill-defined (other than "it's
56 * faster than fork"), we should theoretically be safe by falling back to
57 * fork1().
58 */
59 int
X

i _vfork(void)
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62 int ret = forkl();
64 return (ret == -1 ? -errno : ret);

65 }
66 #endif /* ! codereview */
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.

7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END

*/

22 /| *

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #pragma ident " VLYW N % %% SM "

29 #include <sys/types. h>

30 #include <sys/systm h>

31 #include <sys/errno. h>

32 #include <sys/zone. h>

33 #include <sys/|x_types. h>
34 #include <sys/I|x_syscall.h>
35 #include <sys/cred_inpl.h>
36 #include <sys/policy. h>

37 #include <sys/ucred. h>

38 #include <sys/syscall.h>
39 #include <alloca. h>

40 #i ncl ude <errno. h>

41 #include <ucred. h>

42 #include <unistd. h>

43 #incl ude <errno. h>

44 #include <string. h>

45 #include <sys/|x_m sc. h>

_setuidl6(uintptr_t uid)

in
x_get ui d16( voi d)
return ((int)LX U D32_TO Ul D16(getuid()));

59 int
60 | x_setgi dl6(uintptr_t gid)
{

return ((setuid(LX_U D16_TO U D32((Ix_uidl6_t)uid))) ? -errno : 0);
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62 return ((setgid(LX G D16_TO G D32((Ix_gidl6_t)gid))) ? -errno : 0);
63 }

65 in
66 | x_get gi d16( voi d)
67 {

68
69 }

return ((int)LX G D32_TO G D16(getgid()));

_geteui d16(voi d)
return ((int)LX U D32_TO U D16(geteuid()));

n
x_get egi d16( voi d)
return ((int)LX G D32_TO G D16(getegid()));

_geteui d(voi d)
return ((int)geteuid());

_getegi d(voi d)
return ((int)getegid());

_getresuid(uintptr_t ruid, uintptr_t euid, uintptr_t suid)

98 Ix_uid_t Ix_ruid, Ix_euid, |x_suid;
99 ucred_t *cr;
100 size_t sz;

102 /*
* We allocate a ucred_t ourselves rather than call ucred_get(3C)

104 * because ucred_get() calls malloc(3C), which the brand |ibrary cannot
* use. Because we allocate the space with SAFE_ALLOCA(), there's
*/no need to free it when we're done.

*

108 sz = ucred_size();
109 cr = (ucred t *)SAFE ALLOCA(sz);
110 if (cr == NULL)

111 return (-ENOVEM ;

113 if (syscall (SYS_ ucredsys, UCREDSYS_UCREDGET, P_MYID, cr) != 0)
114 return (-errno);

_t)ucred_getruid(cr)) == (Ix_
_t)ucred_geteuid(cr)) == (Ix
_t)ucred_getsuid(cr)) == (Ix

‘-’Q_QQ
ﬁrqﬁ

120 }

122 if (uucopy(& x_ruid, (void *)ruid, sizeof (Ix_uid_t)) != 0)
123 return (-errno);

125 if (uucopy(& x_euid, (void *)euid, sizeof (Ix_uid_t)) != 0)
126 return (- errno)



new usr/src/lib/brand/lx/1x_brand/ comon/id.c

128 return ((uucopy(& x_suid, (void *)suid, sizeof (Ix_uid_t)) !'= 0)
129 ? -errno : 0);

130 }

132 in

133 I x getresm di16(uintptr_t ruidl6, uintptr_t euidl6, uintptr_t suidl6)

134 {

135 Ix_uid_t Ix_ruid, Ix_euid, |x_suid;

136 | x_ui d16_t Tx_rui di16, |x_eui d16, |x_suidi6;

137 int rv;

139 if ((rv = Ix_getresuid((uintptr_t)& x_ruid, (uintptr_t)& x_euid,
140 (uintptr_t)& x_suid)) != 0)

141 return (rv);

143 I x_ruidl6 = LX_ U D32_TO Ul D16( | x_rui d);

144 I x_eui d16 = LX_U D32_TO U D16( | x_eui d)

145 | x_sui d16 LX Ul D32_TO Ul D16( | x_sui d);

147 if (uucopy(& x_ruidl6, (void *)ruidl6, sizeof (Ix_uidl6_t)) != 0)
148 return (- errno)

150 if (uucopy(& x_eui dl6, (void *)euidl6, sizeof (Ix_uidl6_t)) != 0)
151 return (-errno);

153 return ((uucopy(& x_suid16, (void *)suidl6, sizeof (Ix_uidl6_t))
154 ? -errno : 0);

155 }

157 int

158 | x_getresgid(uintptr_t rgid, uintptr_t egid, uintptr_t sgid)

159 {

160 ucred_t *cr;

161 Ix_gid_t Ix_rgid, Ix_egid, |x_sgid,;

162 size_t sz;

164 /*

165 * We allocate a ucred_t ourselves rather than call ucred_get(3C)
166 * because ucred_get() calls malloc(3C), which the brand |ibrary cannot
167 * use. Because we allocate the space with SAFE_ALLOCA(), there’
168 * no need to free it when we’re done.

169 */

170 sz = ucred_size();

171 cr = (ucred t *)SAFE ALLOCA(sz);

172 if (cr == NULL)

173 return (-ENOVEM ;

175 if (syscall (SYS ucredsys, UCREDSYS UCREDGET, P_MYID, cr) != 0)
176 return (-errno);

178 if (((Ix_rgid = (lx_gid_t)ucred_getrgid(cr)) == (Ix_gid_t)-1) ||
179 ((Ix_egid = (I x_gid_t)ucred_getegid(cr)) == (Ix_gid_t)-1) ||
180 ((I'x_sgid = (Ix_gid_t)ucred_getsgid(cr)) == (Ix_gid_t)-1)) {
181 return (-errno);

182 }

184 if (uucopy(& x_rgid, (void *)rgid, sizeof (Ix_gid_t)) !=0)

185 return (-errno);

187 if (uucopy(& x_egid, (void *)egid, sizeof (Ix_gid_t)) !=0)

188 return (- errno)

190 return ((uucopy(& x_sgid, (void *)sgid, sizeof (Ix_gid_t)) !'=0)
191 ? -errno : 0);

192 }

1= 0)

S
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194 int
195 | x_getresgi d16(uintptr_t rgi dl6, uintptr_t egidl6, uintptr_t sgi d16)
196 {

197 Ix_gid_t Ix_rgid, Ix_egid, |x_sgid;

198 I x_gidl6_t |x_rgidl6, |x_egidl6, |x_sgidl6;

199 int rv;

201 if ((rv = Ix_getresgid((uintptr_t)& x_rgid, (uintptr_t)& x_egid,
202 (uintptr_t)& x_sgid)) != 0)

203 return (rv);

205 I x_rgidlé LX Ul D32_TO Ul D16( 1 x_rgid);

206 I x_egi d16 = LX_U D32_TO U D16( I x_egi d)

207 | x_sgi d16 LX Ul D32_TO Ul D16( | x_sgi d);

209 if (uucopy(& x_rgidl6, (void *)rgidl6, sizeof (Ix_gidlé_t)) !'= 0)
210 return (- errno)

212 if (uucopy(& x_egi di16, (void *)egi dl6, sizeof (Ix_gidl6_t)) != 0)
213 return (-errno);

215 return ((uucopy(& x_sgi d16, (void *)sgidl6, sizeof (Ix_gidl6_t)) != 0)
216 ? -errno : 0);

217 }

219 int

220 | x_setreui d16(uintptr_t ruid, uintptr_t euid)

221 {

222 return ((setreuid(LX U D16_TO Ul D32( (I x_ui ) d)

223 LX Ul D16_TO Ul D32( (I x_ui d16_t) eui d) )) rrno :

224 }

226 int

227 | x_setregi dl6(uintptr_t rgid, uintptr_t egid)

228 {

229 return ((setregi d(LX U D16_TO U D32( (I x_gid16_t)rgid),

230 LX U D16_TO Ul D32((lx_gi d16_t)egid))) ? -errno : 0);

231 }

233 /*

234 * The | x brand cannot support the setfs[ug]i le/setfs[ug]ld calls as that
235 * would require significant rework of Solaris’ privilege nmechanisnms, so
236 * instead return the current effective [ug]id.

237 *

238 * In Linux, fsids track effective IDs, so returning the effective |Ds works
239 * as a substitute; returning the current value also denotes failure of the
240 * call if the caller had specified sonething different. W don't need to
241 * worry about setting error codes because the Linux calls don't set any.
242 *

243 | * ARGSUSED*/

244 int

245 | x_setfsui d16(uintptr_t fsuidl6)

246 {

247 return (I x_geteuidl6());

248 }

250 /* ARGSUSED*/

251 int

252 | x_setfsgidl6(uintptr_t fsgidl6)

253 {

254 return (I x_getegi d16());

255 }

257 | * ARGSUSED* /
258 int
259 | x_setfsuid(uintptr_t fsuid)
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260 {
261 return (geteuid());
262 }

264 | * ARGSUSED* /

265 int

266 | x_setfsgid(uintptr_t fsgid)
267 {

268 return (getegid());
269 }

270 #endif /* | codereview */
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1/*

22 /*
23 *
24 *

25 */

27 #pragne ident

29 #i
30 #i
31 #i
32 #i
33 #i
34 #i
35 #i
36 #i
37 #i
38 #i
39 #i
40 #i
41 #i
42 #i
43 #i
44 #i
45 #i
46 #i
47 #i
48 #i
49 #i
50 #i
51 #i
52 #i
53 #i
54 #i
55 #i
56 #i
57 #i
58 #i
59 #i
60 #i
61 #i

=
[N

B A T

—~

CDDL HEADER START

The contents of this file are subject to the ternms of the
Common Devel opment and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific | anguage governi ng perm ssions

and limtations under the License.

When distributing Covered Code, include this CDDL HEADER i n each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2007 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terms.

" VLYW N % %% SM "

ncl ude <assert.h>
nclude <fcntl. h>

ncl ude <sys/types. h>
ncl ude <signal . h>

ncl ude <sys/stat.h>

ncl ude <uni std. h>
nclude <limts.h>

ncl ude <stdio. h>

ncl ude <stdarg. h>

ncl ude <stdlib. h>

ncl ude <stropts. h>

ncl ude <strings. h>

ncl ude <t hread. h>

ncl ude <errno. h>

ncl ude <libintl.h>

ncl ude <sys/bitmap. h>
ncl ude <sys/|x_autofs. h>
ncl ude <sys/nodctl . h>
ncl ude <sys/filio.h>
ncl ude <sys/term os. h>
ncl ude <sys/term o. h>
ncl ude <sys/ socki o. h>
nclude <net/if.h>

ncl ude <net/if_arp. h>
ncl ude <sys/ptns. h>

ncl ude <sys/1dlinux. h>
ncl ude <sys/|x_ptm h>
ncl ude <sys/| x_socket.h>
ncl ude <sys/syscall.h>
ncl ude <sys/brand. h>
ncl ude <sys/| x_audi 0. h>
ncl ude <sys/|x_ioctl.h>
ncl ude <sys/|x_m sc. h>
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105

107
108
109

111
112
113
114
115
116

118
119
120
121
122
123

125
126
127

#i ncl ude <sys/ | x_debug. h>
#i ncl ude <sys/ptyvar. h>
#i ncl ude <sys/ audi 0. h>

#i ncl ude <sys/m xer. h>

/* Define _KERNEL to get the devt manipul ati on macros. */
#defi ne _KERNEL

#i ncl ude <sys/ sysmacr os. h>

#undef _KERNEL

/* Maxi mum nunber of npdules on a streamthat we can handle. */

#def i ne MAX_STRMODS 10
/* Maxi mum buffer size for debuggi ng nmessages. */
#def i ne MSGBUF 024
/* Structure used to define an ioctl translator. */
typedef struct ioc_cmd_translator
int ict_|x_cnd;
char *ict_Ix_cnd_str;
int ict_cnd;
char *ict_cmd str;
int (*ict func)(lnt fd, struct stat *stat,
int cnmd, char *cnd_str, intptr_t arg);
} ioc_cnd_translator_t;
/*
* Structures used to associate a group of ioctl translators with
* a specific device.
*/
typedef struct ioc_dev_translator {
char *jidt_driver;
nmej or _t i dt _maj or;

/* Array of conmand translators. */
ioc_cnmd_transl ator_t *i dt _cnds;
} ioc_dev_translator_t;

/*

* Structures used to associate a group of ioctl translators with
* a specific filesystem

*/

typedef struct ioc_fs_translator {
char *Ift_filesystem

/* Array of command translators. */
ioc_cnmd_translator_t *ift_cnds;
} ioc_fs translator_t;

/* Structure used to define a unsupported ioctl error codes. */
typedef struct ioc_errno_translator {

int iet_|x_cnd;
char *iet_|x_cmd_str;
int iet_errno;

} ioc_errno_translator_t;

/* Structure used to convert oss format flags into Solaris options.

typedef struct oss_fnt_translator {
int oft_oss_fnt;
int of t _encodi ng;
int of t _preci sion;

} oss_fmt _translator_t;

/* Transl ator forward declerations. */
static oss_fnt_translator_t oft_table[];
static ioc_cnd_translator_t ioc_translators_file[];

*/
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128 static ioc_cnd_translator_t ioc_translators_fifo[];
129 static ioc_cnd_translator_t ioc_translators_sock|]
130 static ioc_dev_translator_t ioc_translator_ptm

131 static ioc_dev_translator_t *ioc_translators_dev[];
132 static ioc_fs_translator_t *ioc_translators_fs[];
133 static ioc_errno_translator_t ioc_translators_errno[];
135 /*

136 * Interface nane table.

137 */

138 typedef struct ifname_map {

139 char imlinux[|FNAMVSI Z] ;

140 char imsolaris[| FNAVSI Z] ;

141 struct ifname_map *i m next;
142 } ifname_map_t;

144 static ifname_map_t *ifname_nap;
145 static nmutex_t ifname_ntx;

147 |*

148 * Macros and structures to help convert integers to string
149 * values that they represent (for displaying in debug output).
*/

150

151 #define |2S_ENTRY(x) { x, #x},
152 #define 12S_END 0, NULL }
154 typedef struct int2str {

155 int i2s_int;

156 char *i2s_str;

157 } int2str_t;

159 static int2str_t st_node_strings[] = {

160 I 2S_ENTRY( S_I FI FO)

161 | 2S_ENTRY( S_| FCHR)

162 I 2S_ENTRY(S_| FDI R)

163 | 2S_ENTRY( S_I FBLK)

164 | 2S_ENTRY(S_| FREG)

165 | 2S_ENTRY( S_| FLNK)

166 | 2S_ENTRY( S_I FSOCK)

167 I 2S_ENTRY( S_| FDOOR)

168 | 2S_ENTRY( S_| FPORT)

169 1 2S_END

170 };

172 static int2str_t oss_fnmt_str[] = {
173 | 2S_ENTRY( LX_OSS_AFMI_QUERY)
174 | 2S_ENTRY( LX_OSS_AFMI_MJ_LAW
175 | 2S_ENTRY(LX_OSS_AFMI_A LAW
176 | 2S_ENTRY( LX_OSS_AFMI_| NA_ADPCM
177 | 2S_ENTRY( LX_OSS_AFMI_U8)

178 | 2S_ENTRY( LX_OSS_AFMI_S16_LE)
179 | 2S_ENTRY(LX_OSS_AFMI_S16_BE)
180 | 2S_ENTRY(LX_QOSS_AFMI_S8)

181 | 2S_ENTRY(LX_OSS_AFMI_U16_LE)
182 | 2S_ENTRY( LX_OSS_AFMI_U16_BE)
183 | 2S_ENTRY( LX_OSS_AFMI_MPEG)
184 |1 2S_END

185 };

187 static void

188 I x_ioctl _msg(int fd, int cnd, char *|Ix_cnd_str, struct stat

189 {
190 int errno_backup = errno;
191 char *pat h, pat h_buf [ MAXPATHLEN ;

193 assert(msg != NULL);

*stat,

char *nsg)

new usr/src/lib/brand/|x/|x_brand/ common/ioctl.c

195 if (1x_debug_enabled == 0)

196 return;

198 path = Ix_fd_to_path(fd, path_buf, sizeof (path_buf));

199 if (path == NULL)

200 path = "?2";

202 if (1x_ cr’rd str == NULL)

203 xcndstrz'.;

205 /* Display the initial error nessage and extended ioctl information.
206 I x debug("\t%" nsg) ;

207 I x_debug("\tlx |oct|() cmd = Ox% - %, fd =% - %",

208 cmd, |x_cmd_str, fd, path);

210 /* Display information about the target file, if it's available. */
211 if (stat 1= NULL)

212 maj or _t fd_major = getngjor(stat->st_rdev);

213 mnor_t fd_m nor = getm nor(stat->st_rdev);

214 int fd_node = stat->st_node & S | FM;

215 char *fd_node_str = "unknown";

216 char buf [ LX_MSG_MAXLEN] ;

217 int i;

219 /* Translate the file type bits into a string. */

220 for (i = 0; st_node_strings[i].i2s_str != NULL; i++) {
221 if (fd_node != st_mpde_strings[i].i2s_int)

222 continue;

223 fd_nmpde_str = st_node_strings[i].i2s_str;

224 break;

225 }

227 (void) snprintf(buf, sizeof (buf),

228 "\tlx_ioctl(): node = %", fd_node_str);

230 if ((fd_node == S IFCHR) || (fd_npde == S_| FBLK)) {
231 char *fd_driver|[ MODMAXNAMELEN + 1] ;

232 int i;

234 /* This is a device so display the devt. */
235 i = strlen(buf);

236 (void) snprintf(buf + i, sizeof (buf) - i,

237 "; rdev = [%, %", fd_nmjor, fd_mnor);
239 /* Try to display the drivers nane. */

240 i f (nodct!| ( MODGETNAME,

241 fd drlver sizeof (fd_driver), & d_nmjor) == 0)
242 i = strlen(buf)

243 (voi d) snprlntf(buf + i, sizeof (buf) - i,
244 ", driver = %", fd_driver);

245 }

246 | x_debug(buf);

247 }

249 /* Restore errno. */

250 errno = errno_backup;

251 }

253 static int
254 1dlinux_check(int fd)

255 {

256 struct str_nlist m i st [ MAX_STRMODS] ;
257 struct str_list strlist;

258 int i

*/
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260 /* Get the nunber of nodules on the stream */

261 | x_debug("\tioctl (%, Ox% - %, ...)",

262 fd, I_LIST, "I_LIST");

263 if ((i =Toctl(fd, 1_LIST, (struct str_list *)NULL)) < 0) {

264 | x_debug("\tTdlinux_check(): unable to count stream nmodul es");
265 return (-errno);

266 }

268 /* Sanity check the nunber of npbdul es on the stream */

269 assert (i <= MAX_STRMODS) ;

271 /* Get the list of nodules on the stream */

272 strlist.sl_nnmods = i;

273 strlist.sl_nodlist = nlist;

274 | x_debug("\tioctl (%, Ox% - %, ...)",

275 fd, I_LIST, "I_LIST");

276 if (ioctl(fd, I_LIST, &strlist) < 0) {

277 | x_debug("\tldlinux_check(): unable to list stream nodul es");
278 return (-errno);

279 }

281 for (i =0; i < strlist.sl_nnods; i++)

282 if (strenp(strlist.sl_nodlist[i].|_nane, LDLINUX_MOD) == 0)
283 return (1);

285 return (0);

286 }

288 static int

289 ioctl _istr(int fd, int cnd, char *cnmd_str, void *arg, int arg_len)

290 {

291 struct strioctl istr;

293 istr.ic_cnd = cnd;

294 istr.ic_len = arg_len;

295 istr.ic_timut = 0;

296 istr.ic_dp = arg;

298 | x_debug("\tioctl _istr(%l, Ox% - %, ...)", fd, cnd,
299 if (ioctl(fd, I_STR, & str) < 0)

300 return (-1);

301 return (0);

302 }

304 /*

305 * Add an interface name nmapping if it doesn't already exist.
306 *

307 * Interfaces with | FF_LOOPBACK flag get renamed to | oXXX.
308 * Interfaces with | FF_BROADCAST flag get renamed to et hXXX.
309 *

310 * Caller locks the nane table.

311 *

312 static int
313 ifnane_add(char *if_name, int if_flags)

crmd_str);

314 {

315 static int eth_index = O;

316 static int lo_index = O;

317 i fname_map_t **impp;

319 for (impp = & fnane_map; *im pp; |m &(*i m pp) - >i m next)

320 1f (strncnp((*i m pp)->i msola s, i f_name, | FNAMSI Z) == 0)
321 return (0);

323 *impp = calloc(l, sizeof (ifname_map_t));

324 if (*impp == NULL)

325 “return (-1);
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327 (void) strlcpy((*impp)->msolaris, if_nane, |FNAVSIZ);

328 if (if_flags & | FF_LOOPBACK) {

329 /* Loopback */

330 if (lo_index == 0)

331 (void) stricpy((*impp)->mlinux, "lo", |FNAMVSIZ);
332 el se

333 (v0|d) snpr|ntf((*|mpp) >im|inux, |FNAVSIZ,
334 19", |o_index);

335 | o_i ndex++;

336 } elseif (| f_flags & | FF_BROADCAST)

337 /* Assume ether if it has a broadcast address */

338 (v0|d) snprintf((*impp)->imlinux, |FNAVSIZ,

339 ‘et hod", eth_index);

340 et h_i ndex++;

341 } else {

342 /* Do not translate unknown interfaces */

343 (void) strlcpy((*impp)->imlinux, if_nane, |FNAMSIZ);
344 1

346 | x_debug("map interface % -> %", if_nane, (*impp)->imlinux);
348 return (0);

349 }

351 static int
352 ifname_cnp(const void *pl, const void *p2)

353 {

354 struct ifreq *rpl = (struct ifreq *)pl;

355 struct ifreq *rp2 = (struct ifreq *)p2;

357 return (strncnp(rpl->ifr_nane, rp2->ifr_nane, |FNAVSIZ));
358 }

360 /*

361 * (Re-)scan all interfaces and add themto the nane table.

362 *

Cal I er locks the name table
363 */
364 static int
365 i fname_scan(voi d)

366 {

367 struct ifconf conf;

368 int i, fd, ifcount;

370 conf.ifc_buf = NULL;

372 if ((fdzsocket(PFINEl' SOCK_DGRAM 0)) < 0)

373 goto fail;

374 I x_debug("\ti octl(%i Ox%& - U, .)", fd, SIOCA FNUM "SI OCd FNUM') ;
375 if (ioctl(fd, SI(IJGFNUM &chount) < 0)

376 | x_debug("\tifname_scan(): unable to get nunber of
377 goto fail;

378 }

380 conf.ifc_len = ifcount * sizeof (struct ifreq);

381 if ((conf.ifc_buf = calloc(ifcount, sizeof (struct ifreq)))
382 goto fail;

383 | x_debug("\tioctl (%, Ox% - s, .)", fd, SIOCA FCONF, "SI OCG FCONF");
384 if (ioctl(fd, SIOCG FCONF, &conf) <0)

385 | x_debug("\tifname_scan(): unable to get interfaces");
386 goto fail;

387 }

389 /* Get the interface flags */

390 for (i =0; i <ifcount; i++) {

391 Ix_debug("\tloctl("/d Ox% - 9%, ...)",
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392
393
394
395
396
397
398

400
401
402
403
404
405
406
407
408
409
410

412
413
414
415
416

418
419

421

423 fail:

424
425
426
427

429
430 }

fd, SIOCA FFLAGS, "SI OCA FFLAGS");
if (ioctl(fd, SIOCA FFLAGS, &conf.ifc_req[i]) < 0) {
conf.ifc_req[i]. |fr_flags = 0;
I x_debug("\tifname_scan():
conf.ifc_req[i].ifr_nane);

432 static int

434 {
435
436

438

440
441
442
443
444
445
446

448
450

451
452

}
}
/*
* Sort the interfaces by name to preserve the order
* across reboots of this zone. Note that the order of
* interface names won’t be consistent across network
* configuration changes. ie. |If network interfaces
* are added or renpved froma zone (either dynamcally
* or statically) the network interfaces names to physical
* network interface mappings that |inux apps see may
* change.
*/
gsort(conf.ifc_req, ifcount, sizeof (struct ifreq), ifname_cnp);
/* Add to the name table */
for (i =05 i < ifcount; i++)
if (ifname_add( conf . i fc_req[i].ifr_nane,
conf.ifc_req[i].ifr_flags) != 0)
goto fail;
(void) close(fd);
free(conf.ifc_buf);
return (0);
if (fd >= 0)
(void) close(fd);
if (conf.ifc_buf !'= NULL)
free(conf.ifc_buf);
return (-1);
433 i fname_from.|inux(char *nane)
int pass;
i fname_map_t *imp;
(void) nutex_| ock(& fname_ntx);
for (pass 0; pass < 2; pass++) {
for (| mp = i fnane _map; imp; imp = imp->mnext)
if (strncnp(i mp->imlinux, nanme, |FNAMSIZ) == 0)
br eak;
if (imp != NULL || (pass == 0 & ifname_scan() != 0))
br eak;
}
(voi d) nutex_unl ock(& fname_ntx);
if (imp) {
(void) strlcpy(name, imp->imsolaris, |FNAWVSIZ);
return (0);
}

453

455
456 }

return (-1);

unable to get flags for %",
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458 static int
459 i fnane_from sol ari s(char *nane)

460
461
462

464

466
467
468
469
470
471
472

474

476
477
478
479

481
482

484
485
486

487 i

488

{

}
/*

int pass;
i fname_map_t *imp;

(void) nutex_| ock(& fname_ntx);

for (pass = 0; pass < 2; pass++) {

for (imp = ifnane_map; imp; imp = imp-> mnext)
if (strncnp(i mp->msolaris, name, |FNAMVSIZ) == 0)
br eak;
if (imp != NULL || (pass == 0 & ifname_scan() != 0))
break;
}
(voi d) nutex_unl ock(& fname_ntx);
if (imp) {
(void) strlcpy(name, imp->imlinux, |FNAVSIZ);
return (0);
}

return (-1);

* Called to initialize the ioctl translation subsystem
S

i nt
I x_ioctl

489 {

490

492
493
494

496
497
498

500
501
502
503
504
505
506
507
508

510
511
512

514
515

517
518

}

static i
I x_ioctl

519 {

520
521
522
523

_init()

int i, ret;

/* Figure out the major nunbers for our devices translators. */

for (I = 0; ioc_translators_dev[i] != NULL; i++)
ioc_dev_translator_t *idt = ioc_translators_dev[i];

ret = nodct| ( MODGETMAJBI ND,
idt->idt_driver, strlen(idt->idt_driver) + 1,
& dt - >i dt _ngj or);

if (ret 1= 0)
I x err(gettext( %%) failed: %\n"),
"I x_ioctl_init(): m)ctI(MDGETNAJBIND
idt->idt_driver, strerror(errno));
Ix_err(gettext("%: % translator di sabled for:
"I x_ioctl _init()", "ioctl",
idt->idt_major = (major_t)-1;

}
}
/* Create the interface nane table */
if (ifname_scan() != 0)
Ix_err("Ix_ioctl _init(): ifname_scan() failed\n");
return (0);

oc_cnd_translator_t *
_find_ict_cnd(ioc_cnd_translator_t *ict, int cnd)

assert(ict != NULL);
while ((ict !'= NULL) && (ict->ict_func !'= NULL)) {
if (cmd == 1ct->ict_|x_cnd)
return (ict);

%\ n"),

idt->idt_driver);
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524 ict++;

525 1

526 return (NULL);

527 }

529 /*

530 * Main entry point for the ioctl translater.

531 */

532 int

533 I x_ioctl (uintptr_t pl, uintptr_t p2, uintptr_t p3)

534 {

535 int fd = (int)p1;

536 int cmd = (int)p2;

537 intptr_t arg = (uintptr_t)pS3;

538 struct stat stat;

539 ioc_cmd_translator_t *ict = NULL

540 ioc_errno_translator _t *iet = NULL;

541 maj or _t fd_nmgj or;

542 int i, ret;

544 if (fstat(fd, &stat) != 0) {

545 I x_| |oct| _meg(fd, cmd, NULL, NULL,

546 "Ix_ioctl(): fstat() failed");

548 /*

549 * Linux ioctl(2) is only docunented to return EBADF, EFAULT,
550 * EINVAL or ENOTTY.

551 *

552 * EINVAL is docunented to be "Request or argp is not valid",
553 * so it’s reasonable to force any errno that’'s not EBADF,
554 * EFAULT or ENOTTY to be EI NVAL.

555 */

556 if ((errno != EBADF) && (errno !'= EFAULT) && (errno != ENOTTY))
557 errno = EINVAL

559 return (-errno); /* errno already set. */

560 }

562 switch (stat.st_node & S_|FMI) {

563 defaul t:

564 br eak;

565 case S_| FREG

566 /* Use file translators. */

567 ict = ioc_translators_file;

568 br eak;

570 case S_| FSOCK:

571 /* Use socket translators. */

572 ict = ioc_translators_sock;

573 br eak;

575 case S_| FIFO

576 /* Use fifo translators. */

577 ict = ioc_translators_fifo;

578 br eak;

580 case S_| FCHR

581 fd_major = getmajor(stat.st_rdev);

583 /*

584 * Look through all the device translators to see if there
585 * is one for this device.

586 */

587 for (i = 0; ioc_translators_dev[i] != NULL; i++)

588 if (fd_major !=ioc_translators dev[|] >j dt _maj or)

589 conti nue;
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591 /* W found a translator for this device. */
592 ict = ioc_translators_dev[i]->idt_cnds;

593 br eak;

594 }

595 br eak;

596 }

598 /*

599 * Search the selected translator group to see if we have a

600 * translator for this specific conmand.

601 */

602 if ((ict !'= NULL) &&

603 ((ict = Ix_ioctl_find_ict_cnd(ict, cnd)) != NULL)) {

604 /* We found a translator for this comand, invoke it. */
605 I x_ioctl _nmsg(fd, cnd, ict->ict_|lx_cnd_str, &stat,

606 "Ix_ioctl(): emulating ioctl");

608 ret = ict->ct_func(fd, &stat, ict->ict_cnd, ict->ict_cmd_str,
609 arg);

611 if ((ret <0) & (ret != -EBADF) && (ret != -EFAULT) &&
612 (ret 1= -ENOTTY))

613 ret = -ElINVAL;

615 return (ret);

616 }

618 *

619 * |f we didn"t find a file or device translator for this

620 * command then try to find a filesystemtranslator for

621 * this command.

622 *

623 for (i =0; ioc_translators_fs[i] !'= NULL; i++) {

624 if (strcnp(stat.st_fstype,

625 ioc_translators_fs[i]->ift_filesysten) != 0)

626 conti nue;

628 /* We found a translator for this filesystem */

629 ict = ioc_translators_fs[i]->ift_cnds;

630 br eak;

631 }

633 /*

634 * Search the selected translator group to see if we have a

635 */transl ator for this specific command.

636

637 if ((ict !'= NULL) &&

638 ((ict = 1Ix_ioctl_find_ict_cnd(ict, cnd)) != NULL)) {

639 /* We found a translator for this command, invoke it. */
640 IX|octI _msg(fd, cnd, ict->ict_|lx_cnd_str, &stat,

641 IX|octI() ermlatlngloctl )

642 ret = ict->ict_func(fd, &stat, ictosi ct_cnd, ict->ict_cnd_str,
643 arg);

645 if ((ret <0) & (ret != -EBADF) && (ret != -EFAULT) &&
646 (ret 1= -ENOTTY))

647 ret = -EINVAL;

649 return (ret);

650 1

652 /*

653 * No translator for this ioctl was found.

654 * Check if there is an errno translator.

655 */

10
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656 for (iet = ioc_translators_errno; iet->iet_|x_cnd_str !'= NULL; iet++) {
657 if (cmd !'=iet->iet Ix_cmj)

658 conti nue;

660 /* We found a an errno translator for this ioctl. */

661 I x_ioctl_meg(fd, cnd, iet->iet_|Ix_cnd_str, &stat,

662 "Ix_ioctl(): emulating errno");

664 ret = -iet->iet_errno;

666 if ((ret < 0) & (ret != -EBADF) && (ret != -EFAULT) &&
667 (ret !'= -ENOTTY))

668 ret = - El NVAL;

670 return (ret);

671 }

673 I'x_ioctl_msg(fd, cnd, NULL, &stat,

674 "I'x_ioctl(): unsupported linux ioctl");

675 I x_unsupported(gettext("lx_ioctl(): unsupported linux ioctl (%)"),
676 cnd) ;

677 return (-ElINVAL);

678 }

681 /*

682 * loctl translator functions.

683 */

684 /*

685 * Used by translators that want to explicitly return EINVAL for an

686 * ioctl(2) instead of having the translation framework do it inplicitly.

687 * This allows us to indicate which unsupported ioctl(2)s should not

688 * trigger a SIGSYS when running in LX STRICT node.

689 */

690 /* ARGSUSED */

691 static int

692 ict_einval (int fd, struct stat *stat, int cnd, char *cnd_str, intptr_t arg)
693 {

694 return (-ElINVAL);

695 }

697 static int
698 /* ARGSUSED*/
699 ict_pass(int fd, struct stat *stat, int cmd, char *cnd_str, intptr_t arg)

700 {

701 int ret;

703 | x_debug("\tioctl (%, Ox% - %, ...)",
704 fd, cnd, cnd_str);

705 ret = ioctl(fd, cnd, arg);

706 return (ret <0 ? -errno : ret);

707 }

709 static int
710 /* ARGSUSED*/

711 ict_tcsbrkp(int fd, struct stat *stat, int cnd, char *cmd_str, intptr_t arg)

712 {

713 int ret, dur = 0O;

715 assert(cmj == LX_TCSBRKP) ;

716 | x_debug("\tioctl (%, 0x% - %, ...)",
717 fd, TCSBRK, "TCSBRK");

718 ret = ioctI(fd| TCSBRK, (intptr_t)&dur);
719 return (ret <0 ? -errno : ret);

720 }
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722 static int
723 | * ARGSUSED*/
724 ict_sioifoob(int fd, struct stat *stat, int cnd, char *cnd_str, intptr_t arg)

725 {

726 int req, *reqp (int *)arg;

727 int len, val

729 assert(cmd == S| OCATMARK) ;

731 if (uucopy(reqp, & eq, sizeof (req)) != 0)

732 return (-errno);

734 len = sizeof (val);

736 I*

737 * Linux expects a S| OCATMARK of a UDP socket to return EINVAL, while
738 * Solaris allows it.

739 */

740 if (getsockopt(fd, SOL_SOCKET, SO TYPE, &val, & en) < 0) {
741 | x_debug("ict_siof mark: getsockopt failed, errno %", errno);
742 return (-EI NVAL);

743 }

745 if ((len != sizeof (val)) || (val != SOCK_STREAM)

746 return (-EINVAL);

748 if (ioctl(fd, cmd, &req) < 0)

749 return (-errno);

751 if (uucopy(& eq, regp, sizeof (req)) != 0)

752 return (-errno);

754 return (0);

755 }

757 static int
758 | * ARGSUSED*/
759 ict_sioifreq(int fd, struct stat *stat, int cnd, char *cnd_str, intptr_t arg)

760 {

761 struct ifreq req, *reqp = (struct ifreq *)arg;

763 assert(cnd == SI OCA FFLAGS || cnd == S| OCSI FFLAGS | |
764 cnd == S| OCA FADDR || cnd == S| OCSI FADDR | |

765 cnd == S| OCG FDSTADDR || cnd == S| OCS| FDSTADDR | |
766 cmd == S| OCG FBRDADDR || cmd == S| OCS|I FBRDADDR | |
767 cnd == S| OCA FNETMASK || cmd == S| OCSI FNETMASK | |
768 cnd == SIOCA FMETRIC || cnd == SI OCS| FMETRI C | |
769 cnd == SIOCG FMIU || cmd == Sl OCSI FMTU) ;

771 /* Copy in the data */

772 if (uucopy(reqp & eq, sizeof (struct ifreq)) !'= 0)
773 return (-errno);

775 if (ifnane_fromlinux(req.ifr_name) < 0)

776 return (-EI NVAL);

778 | x_debug("\tioctl (%, Ox% - %, % 1l4s",

779 fd, cnd, cnd_str, req.ifr_name);

781 if (ioctl(fd, cmd, &req) < 0)

782 return (-errno);

784 if (ifnanme_fromsolaris(req.ifr_nane) < 0)

785 return (-EINVAL);

787 /* Copy out the data */

12
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788 if (uucopy(&eq, reqp, sizeof (struct ifreq)) != 0)

789 return (-errno);

791 return (0);

792 }

794 static int

795 | * ARGSUSED* /

796 ict_siocgifconf(int fd, struct stat *stat, int cnmd, char *cnd_str, intptr_t arg)
797 {

798 struct ifconf conf, *confp = (struct ifconf *)arg;

799 int i, ifcount, ret;

801 assert(cnd == LX_SI OCA FCONF) ;

803 /* Copy in the data. */

804 if (uucopy(confp, &conf, sizeof (conf)) != 0)

805 return (-errno);

807 if (conf.ifc_len == {

808 /* They want to know how many interfaces there are. */
809 | x_debug("\tioctl (%, Ox% - %, ...)",

810 fd, SIOCA FNUM "SI OCAE FNUM') ;

811 if (ioctl(fd, SIOCGA FNUM (intptr_t)& fcount) < 0)
812 return (-errno);

813 conf.ifc_len = ifcount * sizeof (struct ifreq);
815 /* Check if we’re done. */

816 if (conf.ifc_buf == NULL) {

817 /* Copy out the data. */

818 i f (uucopy(&conf, confp, sizeof (conf)) != 0)
819 return (-errno);

820 return (0);

821 }

822 }

824 /* Get interface configuration list. */

825 | x_debug(“\tioctl (%, Ox% - %, ...)", fd, SIOCA FCONF, "SI OCG FCONF");
826 ret = ioctl(fd, SIOCA FCONF, &conf);

827 if (ret <0)

828 return (-errno);

830 /* Renanme interfaces to |inux */

831 for (i =0; i <conf.ifc_len / sizeof (struct ifreq); i++)
832 if (ifnane_fromsolaris(conf.ifc_req[i].ifr_name) < 0)
833 return (-EINVAL);

835 /* Copy out the data */

836 if (uucopy(&conf, confp, sizeof (conf)) != 0)

837 return (-errno);

839 return (0);

840 }

842 static int

843 /| * ARGSUSED*/

844 ict_siocifhwaddr(int fd, struct stat *stat, int cnd, char *cmd_str,
845 intptr_t arg)

846 {

847 struct ifreq req, *reqp = (struct ifreq *)arg;

848 struct arpreq arpreq;

850 assert(cnd == LX_SI OCG FHWADDR || cnd == LX_SI OCSI FHWADDR) ;
852 /* Copy in the data */

853 if (uucopy(reqp, & eq, sizeof (struct ifreq)) != 0)
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854

856
857
858
859

861
862
863
864
865
866
867
868
869
870
871

873
874
875
876
877

879
880
881

883
884

886
887

889
890

892
893

895
897

899
900

902
903

905
906
907
908
909
910

912
913
914

916
917 }

return (-errno);

I x_debug("\tioctl (%, Ox% - %, |x % 14s)",
fd, cnd,
(cmd == LX_SI OCG FHWADDR) ? "SI OCG FHWADDR'
req.ifr_nane);

" Sl OCSI FHWADDR" ,

*
* We're not going to support SIOCSI FHWADDR, but we need to be

* able to check the result of the uucopy first to see if the command
* shoul d have returned EFAULT.

*

/
if (cmd == LX_SI OCSI FHWADDR) {
| x_unsupport ed(gettext(
"l x_toctl(): unsupported linux ioctl: 9%"),
"SI OCSI FHWADDR' ) ;
return (-EINVAL);

}
if (strenp(req.ifr_nane, "lo") == |
strncnp(req.ifr_nane, "lo:", 3) ==
/* Abuse ifr_addr for linux ifr_hwaddr */
bzero(& eq.ifr_addr, sizeof (struct sockaddr));
req.ifr_addr.sa_famly = LX ARPHRD LOOPBACK;
/* Copy out the data */
if (uucopy(&eq, regp, sizeof (struct ifreq)) !=0)
return (-errno);

return (0);

}

if (ifnane_fromlinux(req.ifr_name) < 0)
return (-EI NVAL);

| x_debug("\tioctl (%, Ox% - %, % 14s)",
fd, SIOCA FADDR, "SIOCA FADDR', req.ifr_nane);

if (ioctl(fd, SIOCGA FADDR, &req) < 0)
return (-errno);

bcopy(&req.ifr_addr, &arpreq.arp_pa, sizeof (struct sockaddr));
I x_debug("\tioctl (%, Ox% - %, ...)", fd, S| OCGARP, "SI OCGARP");

if (ioctl(fd, SIOCGARP, &arpreq) < 0)
return (-errno);

if (ifname_fromsolaris(req.ifr_nane) < 0)
return (-EI NVAL);

/* Abuse ifr_addr for linux ifr_hwaddr */
bcopy(&arpreq. arp_ha, &eq.ifr_addr, sizeof (struct sockaddr));
if (strncnp(req.ifr_nane, "eth", 3) == 0
req.ifr_addr.sa_famly = LX ARPHRD ETHER;
el se
req.ifr_addr.sa_famly = LX_ARPHRD VO D,
/* Copy out the data */
if (uucopy(&eq, reqp, sizeof (struct ifreq)) != 0)
return (-errno);

return (0);

919 static void

14
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920 | 2s_term os(struct Ix_termos *|_tios, struct termos *s_tios)
921 { 987 lio->veof =1_tios->c_cc[LX VEOF];
922 assert((l_tios !'= NULL) && (s_tios != NULL)); 988 lio->veol = |_tios->c_cc[LX_ VEQ];
989 lio->vmin = |_tios->c_cc[LX_ VM N];
924 bzero(s_tios, sizeof (*s_tios)); 990 lio->vtime =T _tios->c_cc[LX_ VTINE]
991 }
926 s_tios->c_iflag = | _tios->c_ifl ag;
927 s_tios->c_oflag = | _tios->c_ofl ag; 993 static void
928 s_tios->c_cflag = | _tios->c_cflag; 994 term o2l x_cc(struct Ix_termo *|_tio, struct Ix_cc *lio)
995 {
930 s_tios->c_Iflag = | _tios->c_|flag; 996 assert((l_tio !'= NULL) && (lio !'= NULL));
931 if(stlos>c|f|ag&lCANCN)
932 s_tios->c_cc[VEOF] = |_tios->c_cc[LX VEOF]; 998 bzero(lio, sizeof (*lio));
933 s_tios->c_cc[VEQL] = | _tios->c_cc[LX_VEQL];
934 } else { 1000 lio->veof =1_tio->c_cc[LX_ VEOF];
935 s_tios->c_cc[VMN =1 _tios->c_cc[LX VM N]; 1001 lio->veol = 0;
936 s_tios->c_cc[VTIME] = T_tios->c_cc[LX VTINE] 1002 lio->vmn =1_tio->_cc[LX VM N;
937 } 1003 lio->vtime = | _tio->c_cc[LX_VTI ME];
1004 }
939 s_tios->c_cc[VEOL2] = | _tios->c_cc[LX VEOQL2];
940 s_tios->c_cc|[ VERASE] = | _tios->c_cc[LX VERASE]; 1006 static void
941 s_tios->c_cc[VKILL] = I _tios->c_cc[LX VKILL]; 1007 s2l _term os(struct termos *s_tios, struct Ix_term os *|_tios)
942 s_tios->c_cc[ VREPRINT] = | _tios->c_cc[LX VREPRI NT]; 1008 {
943 s_tios->c_cc[ VLNEXT] = | _tios->c_cc[LX VLNEXT]; 1009 assert((s_tios !'= NULL) && (I _tios !'= NULL));
944 s_tios->c_cc[ WAERASE] = | _tios->c_cc[ LX_VWERASE] ;
945 s_tios->c_cc[VINTR] = | _tios->c_cc[LX VINTR]; 1011 bzero(l _tios, sizeof (*lI_tios));
946 s tios->c_cc[VQUIT] = | _tios->c_cc[LX VQUT];
947 s_tios->c_cc[ VSWICH] = | _tios->c_cc[LX VSWFC] 1013 | _tios->c_iflag = s_tios->c_iflag;
948 s_tios->c_cc[ VSTART] = | _tl 0s->c_cc[ LX VSTART] 1014 | _tios->c_oflag = s_tios->c_oflag;
949 s_tios->c_cc[VSTOP] = | _tios->c_cc[LX VSTOP]; 1015 | “tios->c_cflag = s_tios->c_cflag;
950 s_tios->c_cc[VSUSP] = | _tios->c_cc[ LX VSUSP]; 1016 | tios->c_|Iflag = s_tios->c_|flag;
951 s_tios->c_cc[ VDI SCARD] = | _tios->c_cc[LX_VDI SC‘ARD] ;
952 } 1018 if (s_tios->c_|flag & | CA
1019 | _tios->c_cc[LX VEOF] = s_tios->c_cc[VEOF];
954 static void 1020 | tios->c_cc[LX VEQL] = s_tios->c_cc[VEQL];
955 | 2s_term o(struct |Ix_termo *I _tio, struct termo *s_tio) 1021 } else {
956 { 1022 | _tios->c_cc[LX VMN = s_tios->_cc[VMN;
957 assert((l_tio !'= NULL) &&% (s_tio !'= NULL)); 1023 | “tios->c_cc[LX_VTIME] = s_tios->c_cc[VTI Mg ;
1024 }
959 bzero(s_tio, sizeof (*s_tio));
1026 | _tios->c_cc[LX VEOL2] = s_tios->c_cc[VEOL2];
961 s_tio->c_iflag = | _tio->c_iflag; 1027 | _tios->c_cc[LX VERASE] = s_tios->c_cc[ VERASE]
962 s_tio->c_oflag = | _tio->c_ofl ag; 1028 | _tios->c_cc[LX VKILL] = s_tios->c_cc[VKILL];
963 s_tio->c_cflag = | _tio->c_cflag; 1029 | “tios->c_cc[LX_VREPRINT] = s_tios->c_cc] VREPRI NT] ;
1030 | _tios->c_cc[ LX_VLNEXT] = s_tios->c_cc[ VLNEXT];
965 s_tio->c_|Iflag = | _tio->c_|flag; 1031 | _tios->c_cc[LX WERASE] = s_tios->c cc[V\/\ERASE];
966 if (s_tio- >c|f|ag&ICANO\l) { 1032 | _tios->c_cc[LX VINTR] = s_tios->c_cc[VINTR];
967 s_tio->c_cc[VEOF] = 1|_tio->c_cc[LX VECF]; 1033 | “tios->c_cc[LX_VQUIT] = s_tios->c_cc[VQUIT];
968 } else { 1034 | “tios->c_cc[LX_VSWIC] = s_tios->c cc[VSWrCH]
969 s_tio->c_cc[VMN =1_tio->c_cc[LX VM N; 1035 | _tios->c_cc[LX VSTART] = s_tios->c_cc| VSTART]
970 s_tio->c_cc[VTIME] = 1_tio->c_cc[LX VTIMg]; 1036 | _tios->c_cc[LX VSTOP] = s_tios->c_cc[VSTOP];
971 } 1037 | “tios->c_cc[LX_VSUSP] = s_tios->c_cc[ VSUSP] ;
1038 | _tios->c_cc[LX VDI SCARD] = s_tios->c_cc[ VDI SCARD] ;
973 s_tio->c_cc[VINTR] = |_tio->c_cc[LX VINTR]; 1039 }
974 s_tio->c_cc[VQUIT] = | _tio->c_cc[ LX_VQUIT];
975 s_tio->c_cc[VERASE] = T_tio->c_cc[LX VERASE] ; 1041 static void
976 s_tio->c_cc[VKILL] = I _tio->c_cc[LX VKILL]; 1042 s2l _termo(struct termo *s_tio, struct Ix_termo *|_tio)
977 S_tio->c_cc[ VSWICH = T_tio->c_cc[LX_ VSWI'C] 1043 {
978 } 1044 assert((s_tio !'= NULL) && (l_tio !'= NULL));
980 static void 1046 bzero(l _tio, sizeof (*lI_tio));
981 term o0s2l x_cc(struct Ix_termos *I_tios, struct Ix_cc *lio)
982 { 1048 | _tio->c_iflag = s_tio->c_iflag;
983 assert((l_tios !'= NULL) && (lio !'= NULL)); 1049 | _tio->c_oflag = s_tio->c_ofl ag;
1050 | “tio->c_cflag = s_tio->c_cflag;
985 bzero(lio, sizeof (*lio)); 1051 | _tio->c_Iflag = s_tio->c_Iflag;
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1053 if (s_tio->c_|flag & | CANON) { 1119 /*
1054 | _tio->c_cc[LX VEOF] = s_tio->c_cc[VEOF]; 1120 * The TI OCSETLD/ TI OCGETLD ioctls are only supported by the
1055 } else { 1121 * |dlinux strrod. So make sure the npdul e exists on the
1056 | _tio->c_cc[LX VM N = s_tio->_cc[VMN]; 1122 * target stream before we invoke the ioctl.
1057 | _tio->c_cc[ LX_VTIME] = s_tio->c_cc[VTIM]; 1123 */
1058 } 1124 if ((Idlinux = Idlinux_check(fd)) < 0)
1125 return (Idlinux);
1060 | _tio->c_cc[LX VINTR] = s_tio->c_cc[VINIR];
1061 | “tio->c_cc[LX_VQUIT] = s_tio->c_cc[VQUIT]; 1127 if (ldlinux == 1)
1062 | _tio->c_cc[LX VERASE] = s_tio->c_cc[ VERASE]; 1128 term o2l x_cc(& _tio, &io);
1063 | _tio->c_cc[LX VKILL] = s_tio->c_cc[VKILL]; 1129 if (ioctl_istr(fd, TIOCSETLD, "TIOCSETLD",
1064 | _tio->c_cc[LX VSWIC] = s_tio->c_cc[VSWICH|; 1130 & io, sizeof (lio)) < 0)
1065 } 1131 return (-errno);
1132 }
1067 static int
1068 /* ARGSUSED*/ 1134 | 2s_term o(&l tio, &_tio);
1069 ict_tcsets(int fd, struct stat *stat, int cnd, char *cnmd_str, intptr_t arg) 1135 | x_debug("\tioctl (%, Ox% - %, ...)",
1070 { 1136 fd, cnd, cnd_str);
1071 struct |x_term os I _tio *| _tiosp = (struct Ix_termos *)arg; 1137 ret :ioctl(fd, cnd, (intptr_t)&s_tio);
1072 struct termos s_tl 1138 return ((ret < 0) ? -errno : ret);
1073 struct |x_cc I'io; 1139 }
1074 int Idlinux, ret;
1141 /*
1076 assert(cmd == TCSETS || cnd == TCSETSW /|| cnd == TCSETSF); 1142 * The Solaris TIOCGPGRP ioctl does not have exactly the same semantics as
1143 * the Linux one. To mimc Linux semantics we have to do sone extra work
1078 /* Copy in the data. */ 1144 * normally done by the Solaris version of tcgetpgrp().
1079 if (uucopy(l_tiosp, & _tios, sizeof (I_tios)) !=0) 1145 */
1080 return (-errno); 1146 static int
1147 /| * ARGSUSED*/
1082 /* 1148 ict_tiocgpgrp(int fd, struct stat *stat, int cnd, char *cmd_str, intptr_t arg)
1083 * The Tl OCSETLD/ TI OCGETLD ioctls are only supported by the 1149 {
1084 * |dlinux strrod. So make sure the npdul e exists on the 1150 pid_t ttysid, nysid;
1085 * target stream before we invoke the ioctl. 1151 I nt ret;
1086 */
1087 if ((ldlinux = 1dlinux_check(fd)) < 0) 1153 assert(cmd == LX_TI OCGPGRP) ;
1088 return (Idlinux);
1155 | x_debug("\tioctl (%, Ox% - %, ...)",
1090 if (Idlinux == 1) { 1156 fd, TIOCGSID, "TIOCGSID");
1091 term os2l x_cc(& _tios, &io); 1157 if (ioctl(fd, TIOCGSID, (intptr_t)&tysid) < 0)
1092 if (ioctl_istr(fd, TIOCSETLD, "TIOCSETLD", 1158 return (-errno);
1093 & io, sizeof (lio)) < 0) 1159 if ((nmysid = getsid(0)) < 0)
1094 return (-errno); 1160 return (-errno);
1095 } 1161 if (nysid !'= ttysid)
1162 return (-ENOITY);
1097 |2s_termos(& _tios, &_tios);
1098 | x_debug("\tioctl (%, Ox% - %, ...)", 1164 | x_debug("\tioctl (%, Ox% - %, ...)",
1099 fd, cnd, cnd_str); 1165 fd, TIOCGPGRP, "TI OCGPGRP");
1100 ret = ioctl(fd, cnd, (|ntptr _t)&s_tios); 1166 ret = ioctl(fd, TIOCGPGRP, arg);
1101 return ((ret < 0) 2 -errno : ret); 1167 return ((ret < 0) ? -errno : ret);
1102 } 1168 }
1104 static int 1170 static int
1105 /* ARGSUSED*/ 1171 /* ARGSUSED*/
1106 ict_tcseta(int fd, struct stat *stat, int cnd, char *cnd_str, intptr_t arg) 1172 ict_sptlock(int fd, struct stat *stat, int cnd, char *cnd_str, intptr_t arg)
1107 { 1173 {
1108 struct Ix_termo I _tio, *I _tiop = (struct Ix_termo *)arg; 1174 assert(cnmd == LX_TI OCSPTLCK) ;
1109 struct termo s_tio;
1110 struct |x_cc lio; 1176 g
1111 int I dlinux, ret; 1177 * The success/fail return values are different between Linux
1178 * and Sol ari s. Li nux expects 0 or -1. Solaris can return
1113 assert(cmd == TCSETA || cnd == TCSETAW || cnd == TCSETAF); 1179 */p05|t|ve nunber on success.
1180 *
1115 /* Copy in the data. */ 1181 if (ioctl _istr(fd, UNLKPT, "UNLKPT", NULL, 0) < 0)
1116 if (uucopy(l_tiop, & _tio, sizeof (I_tio)) !'= 0) 1182 return (-errno);
1117 return (-errno); 1183 return (0);
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1184 }

1186 static int

1187 /* ARGSUSED*/

1188 ict_gptn(int fd, struct stat *stat, int cnd, char *cnd_str, intptr_t arg)
1189 {

1190 int ptyno, *ptynop = (int *)arg;

1191 pt _own_t pt o

1193 assert(cnmd == LX_TI OCGPTN) ;

1194 assert(getnmajor(stat->st_rdev) == ioc_translator_ptmidt_mgjor);
1196 /* This operation is only valid for the |x_ptmdevice. */

1197 ptyno = LX PTM DEV_TO PTS(stat->st_rdev);

1199 /*

1200 * W'd like to just use grantpt() directly, but we can’t since
1201 * it assunes the fd node that’s passed to it is a ptm node,
1202 * and in our case it's an Ix_ptmnode. It also relies on

1203 * naming services to get the current process group nane.

1204 * Hence we have to invoke the OMERPT ioctl directly here.

1205 */

1206 pto. pto_| ruid:getuid();

1207 pto.pto_rgid = g d();

1208 i1f (1octl |str(fd Q/\NERPT "OWNERPT", &pto, sizeof (pto)) != 0)
1209 return (-EACCES);

1211 /* Copy out the data. */

1212 if (uucopy(&ptyno, ptynop, sizeof (ptyno)) != 0)

1213 return (-errno);

1215 return (0);

1216 }

1218 static int

1219 /* ARGSUSED*/

1220 ict_tiocgwi nsz(int fd, struct stat *stat, int cnd, char *cmd_str, intptr_t arg)
1221 {

1222 struct winsize wnsize, *winsizep = (struct w nsize *)arg;

1224 assert(cmd == LX_TI OCGW NSZ) ;

1226 | x_debug("\tioctl (%, Ox% - %, .)", fd, TIOCGWNSZ, "TIOCGW NSZ");
1227 if (ioctl(fd, TIOCGNNSZ, arg) >= 0)

1228 return (0);

1229 if (errno != El NVAL)

1230 return (-errno);

1232 bzer o( &wi nsi ze, sizeof (w nsize));

1233 if (uucopy(&w nsize, winsizep, sizeof (wnsize)) !=0)

1234 return (-errno);

1236 return (0);

1237 }

1239 static int

1240 /* ARGSUSED*/

1241 ict_tcgets_emulate(int fd, struct stat *stat,

1242 int cmd, char *cnd_str, intptr_t arg)

1243 {

1244 struct |x_term os I _tios, *lI_tiosp = (struct Ix_termos *)arg;
1245 struct termos s_tios;

1247 assert(cmd == LX_TCCETS);

1249 if (syscall(SYS_brand, B_TTYMODES, &s_tios) < 0)

19

new usr/src/lib/brand/|x/|x_brand/ common/ioctl.c

1250 return (-errno);

1252 /* Now nunge the data to how Linux wants it. */
1253 s2| _termos(&s_tios, & _tios);

1254 if (uucopy(& _tios, | _tiosp, sizeof (I _tios)) != 0)
1255 return (-errno);

1257 return (0);

1258 }

1260 static int

1261 /* ARGSUSED*/

1262 ict_tcgets_native(int fd, struct stat *stat,

1263 int cmd, char *cnmd_str, intptr_t arg)

1264 {

1265 struct |x_term os | _tios, *I_tiosp = (struct Ix_termos *)arg;
1266 struct term os s_tios;

1267 struct |x_cc lio;

1268 int | dl i nux;

1270 assert(cmd == LX TCCGETS);

1272 if ((ldlinux = 1dlinux_check(fd)) < 0)

1273 return (1dlinux);

1275 | x_debug("\tioctl (%, Ox% - %, ...)",

1276 fd, TCGETS, "TCCETS");

1277 if (|octl(fd TCCETS, (mtptr_t)&s_tios) < 0)

1278 return (-errno);

1280 /* Now nunge the data to how Linux wants it. */
1281 s2l _term os(&s_tios, & _tios);

1283 /*

1284 * The TI OCSETLD/ TI OCGETLD ioctls are only supported by the
1285 * ldlinux strrmod. So make sure the npdul e exists on the
1286 * target stream before we invoke the ioctl.

1287 */

1288 if (Idlinux !'= 0)

1289 if (ioctl_istr(fd, TIOCGETLD, "TIOCGETLD",
1290 &io, sizeof (lio)) < 0)

1291 return (-errno);

1293 | _tios.c_cc[LX VEOF] = lio.veof;

1294 | _tios.c_cc[LX VEQL] = lio.veol;

1295 | _tios.c_cc[LX VM N = lio.vmn;

1296 | _tios.c_cc[LX VTIME] = lio.vtine;

1297 1

1299 /* Copy out the data. */

1300 if (uucopy(& _tios, |_tiosp, sizeof (l_tios)) !=0)
1301 return (-errno);

1303 return (0);

1304 }

1306 static int

1307 /* ARGSUSED*/

1308 ict_tcgeta(int fd, struct stat *stat, int cnd, char *cnd_str, intptr_t arg)
1309 {

1310 struct Ix_termo I _tio, *I _tiop = (struct Ix_termo *)arg;
1311 struct termo s_tio;

1312 struct |x_cc lio;

1313 int | dl i nux;

1315 assert(cnmd == LX_TCCETA);
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1317 if ((ldlinux = 1dlinux_check(fd)) < 0)

1318 return (1dlinux);

1320 I x debug(“\tloctl(l’/d 0x%< - %, )",

1321 fd, TCGETA, " TCCGETA"

1322 if (|octl(fd TCCETA, (|ntptr _t)&s_tio) < 0)
1323 return (-errno);

1325 /* Now nmunge the data to how Linux wants it. */
1326 s2l _termo(&s_tio, & _tio);

1328 /*

1329 * The TI OCSETLD/ TI OCGETLD ioctls are only supported by the
1330 * ldlinux strmod. So make sure the npdul e exists on the
1331 * target stream before we invoke the ioctl.
1332 *

1333 if (Idlinux !'=0) {

1334 if (ioctl_istr(fd, TIOCGETLD, "TIOCGETLD",
1335 &io, sizeof (lio)) < 0)

1336 return (-errno);

1338 | _tio.c_cc[LX VEOF] = lio.veof;

1339 | _tio.c_cc[LX VM N = lio.vmn;

1340 | _tio.c_cc[LX VTIME] = lio.vtine;

1341 }

1343 /* Copy out the data. */

1344 if (uucopy(& _tio, |_tiop, sizeof (I_tio)) !'=0)
1345 return (-errno);

1347 return (0);

1348 }

1350 static int

1351 /* ARGSUSED*/

1352 ict_tiocsctty(int fd, struct stat *stat, int cnd, char *cnmd_str, intptr_t arg)
1353 {

1354 pid_t nysid, ttysid;

1356 if ((nmysid = getsid(0)) < 0)

1357 return (-errno);

1359 /* Check if this fd is already our ctty */
1360 I x_debug("\tioctl (%, Ox% - %, ...)",

1361 , TIOCGSID, "TIOCGSID");

1362 if (ioctl(fd, TIOCGSID, (intptr_t)&tysid) >= 0)
1363 if (nmysid == ttysid)

1364 return (0);

1366 /*

1367 * Need to nmake sure we're a session | eader, otherw se the
1368 * TIOCSCTTY ioctl will fail

1369 */

1370 if (mysid !'= getpid())

1371 (void) setpgrp();

1373 I x_debug("\tioctl (%, Ox% - %, ...)",

1374 fd, TIOCSCTTY, "TICOCSCTTY");

1375 if (ioctl(fd, TIOCSCTTY, 0) < 0)

1376 return (-errno);

1377 return (0);

1378 }

1380 /*

1381 * /dev/dsp ioctl translators and support
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1382

*/

1383 static int

1384
1385
1386

1388
1389
1390
1391
1392
1393
1394
1395
1396
1397
1398
1399

1401
1402
1403
1404
1405
1406

1408
1409
1410

1412
1413
1414

1416
1417
1418
1419

1421

1423
1424
1425
1426
1427
1428
1429
1430
1431
1432
1433
1434

1436
1437
1438
1439
1440
1441
1442
1443
1444
1445

1447

{

}

_is_dsp_dev(int fd)

int mnor;

/*

* This is a cloning device so we have to ask the driver
* what kind of minor node this is.

*/

ioctl (%, Ox% - %,

22 o))"
OC_GETM NORNUM " LXA_| OC_GETM NORNUM') ;
LXA_I OC_GETM NORNUM_ &ni nor) < 0)

|

return (O)

static int
/ * ARGSUSED* /

i ct_oss_sndctl

{

}

dsp_reset(int fd, struct stat

i *st at
char *cnd_str, intptr_t arg)

int cnd,
int err;
/* loctl is only supported on dsp audi o devices. */
if ((err =i_is_dsp_dev(fd)) !=0)
return (err);

/* Nothing to really do on Solaris. */
return (0);

static void

i_oss_fnt_str(char *buf, int buf_size, uint_t mask)
{
int i, first = 1;
assert (buf != NULL);
buf[0] = "\0";
for (i = 0; oss_fmt_str[i].i2s_str !'= NULL; i++) {
if ((oss_fm_str[i].i2s_int != nask) &&
((oss_fmt_str[i].i2s_int & mask) == 0))
conti nue;
if (first)
first = 0;
el se
(void) strlcat(buf, " | ", buf_size);
(void) strlcat(buf, oss_fnt_str[i].i2s_str, buf_size);
}
}
static int
/ * ARGSUSED* /
ict_oss_sndctl_dsp_getfnts(int fd, struct stat *stat,
int cmd, char *cnd_str, intptr_t arg)
{
audi o_i nfo_t sa_i nfo;
char buf [ NBGBUF]
uint_t *maskp (UI nt_t *)arg;
uint_t mask =
int i, an‘ode err;
assert(cnd == LX_OSS_SNDCTL_DSP_GETFMTS) ;
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1449
1450
1451

1453
1454
1455
1456
1457

1459
1460

1462
1463

1465
1466
1467
1468
1469
1470
1471
1472
1473

1475
1476
1477
1478
1479

1481
1482
1483

1485
1486
1487
1488
1489
1490
1491
1492 }

/* loctl is only supported on dsp audi o devices. */
if ((err =i_is_dsp_dev(fd)) !=0)
return (err);

/* We need to know the access node for the file. */
if ((ampde = fentl (fd, F_GETFL)) < 0)

return (-EINVAL);
anpde & O A ;

) ACCMODE;
assert((anpde == O RDONLY) || (anpde == O WRONLY) || (anpde == O RDWR));

/* Test to see what Linux oss formats the target device supports. */
for (i = 0; oft_table[i].oft_oss_fnt !'= 0; i++)

/* Initialize the node request. */
AUDI O_I NI TI NFQ( &sa_i nf 0) ;

/* Translate a Linux oss format into Solaris settings. */
if ((ampbde == O RDONLY) || (anpde == O RDWR))
sa_info. record. encoding = oft_tabl e[

{
1].oft_encoding;
sa_info.record. preci sion = oft_table[i

].of t_precision;

}

1f ((ampbde == O WRONLY) || (anpde == O RDWR))
sa_i nfo. pl ay. encodi ng = oft_tabl e[ i].oft_encoding;
sa_info.play. precision = oft_table[i].oft_precision;

}

/* Send the request. */

| x_debug("\tioctl (%, Ox% - s, D
fd, AUDI O _SETI NFO, "AUDI O SETI NFO' )

if (ioctl(fd, AUD O SETINFO, &sa_info) < 0)
conti nue;

/* This Linux oss format is supported. */
mask | = oft_table[i].oft_oss_fnt;

}

if (lIx_debug_enabled != 0) {
i_oss_fmt_str(buf, sizeof (buf), nask);
| x_debug("\toss formats supported = Ox% (%)", nmask, buf);

}

if (uucopy(&mask, maskp, sizeof (mask)) != 0)
return (-errno);

return (0);

1494 static int
1495 /* ARGSUSED*/

1496 ict_oss_sndctl _dsp_setfnts(int fd,
int cmd,

1497
1498 {
1499
1500
1501
1502
1503

1505
1507
1508
1509

1511
1512

struct stat *stat,
char *cmd_str, intptr_t arg)
audi o_i nfo_t sa_i nfo;

char buf [ MSGBUF] ;

ui nt _t *maskp = (uint_t *)arg;
ui nt _t mask;
int i, anode, err;

assert(cmd == LX OSS_SNDCTL_DSP_SETFMTS) ;

/* loctl is only supported on dsp audio devices. */
if ((err =i_is_dsp_dev(fd)) !=0)
return (err);

if (uucopy(maskp, &mask,
return (-errno);

si zeof (mask)) != 0)
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1514
1515
1516
1517

1519
1520
1521
1522

1524
1525
1526

1528
1529
1530
1531
1532
1533
1534

1536
1537
1538
1539
1540

1542
1543

1545
1546
1547
1548
1549
1550
1551
1552
1553

1655
1556
1557
1558
1559

1561
1562
1563
1564
1565
1566
1567
1568
1569

1571
1572

1574
1575
1576

1578
1579

if (Ix_debug_enabled != 0)
i_oss_fm_str(buf, sizeof (buf),
| x_debug(™\t oss formats request =

mask) ;
Ox% (%)", mask,

}

if ((mask == (uint_t)-1) || (nmask == 0))
| x_debug("\t XXX: possible oss formats query?");
return (-EINVAL);

}

/* Check if nmultiple format bits were specified. */

if (!Bl T_ONLYONESET( mask))
return (-EI NVAL);

/* Decode the oss format request into a native format. */

for (i = 0; oft_table[i].oft_oss_fm = 0; i++) {
if (oft_table[i].oft_oss_fnt == mask)
break;

}
if (oft_table[i].oft_oss_fnmt == 0)
return (-EINVAL);

/* We need to know the access node for the file. */
if ((ampde = fentl (fd, F_GETFL)) < 0)
return (-EINVAL);
anpde & O ACCMODE;
assert((anpde == O RDONLY) || (anmpbde == O WRONLY) || (anode

/* Initialize the node request. */
AUDI O_I NI TI NFQ( &sa_i nf o) ;

/* Transl ate the Li nux oss request |nto a Solaris request.
if ((ambde == O _RDONLY) || (am')de == O_RDWR
sa_i nfo.record. encoding = oft table[i].oft_encodi ng;
sa_info.record. precision = oft_table[1].oft_precisi

}
if ((ambde == O WRONLY) || (armde == O RDWR)) {
sa_i nfo.play.encoding = oft _table[i].oft_encodi ng;
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buf);

*/

on;

sa_info.play.precision = oft_table[i].oft_precision;

}

/* Send the request. */
| x_debug("\tioctl (%, 0x%< - %, ...)",
fd, AUDI O SETI NFO, "AUDI O_ SETI NFO' )

return ((ioctT(fd, AUD O SETINFO, &sa |nfo) <0) ? -errno :
}
static int
/ * ARGSUSED* /

i ct_oss_sndctl _dsp_channel s(int fd,

{

struct stat *stat,

int cmd, char *cnd_str, intptr_t arg)
audi o_i nfo_t sa_i nfo;
uint_t *channel sp = (uint_t *)arg;
uint _t channel s;
int anode, err;

assert((cnd == LX_OSS_SNDCTL_DSP_CHANNELS) ||
(cmd == LX_OSS_SNDCTL_DSP_STEREO)) ;

/* loctl is only supported on dsp audi o devices. */
if ((err =i_is_dsp_dev(fd)) !=0)
return (err);

if (uucopy(channel sp, &channels,
return (-errno);

si zeof (channels)) != 0)

0);

O RDVWR)) ;
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1581
1582
1583

1585
1586
1587
1588

1590
1591
1592
1593
1594
1595
1596
1597
1598
1599
1600
1601
1602
1603
1604
1605
1606
1607
1608
1609
1610
1611
1612
1613
1614
1615
1616
1617
1618

1620
1621
1622
1623
1624

1626
1627

1629
1630
1631
1632
1633

1635
1636
1637
1638
1639

1641
1642
1643
1644 }

| x_debug("\toss % request = Ox% (%)",
(cmd == LX_0OSS_SNDCTL_DSP_CHANNELS) ?
channel s, channel s);

"channel " "ster

if (channels == (uint_t)-1)
I x_debug("\t XXX: possi bl e channel /stereo query?");
return (-EINVAL);

if (cmd == LX_0SS_SNDCTL_DSP_STEREQ) {

* There doesn’t seemto be any docunentation for

* SNDCTL_DSP_STEREO. Looking at source that uses
* used this ioctl seems to indicate that the

* functionality provided by this ioctl has been

* subsunmed by the SNDCTL_DSP_CHANNELS ioctl. It

* seenms that the only argunents ever passed to

* the SNDCTL_DSP_STEREO. loctl are bool ean val ues
* of 0" or "1'. Hence we'll start out strict and
* only support those val ues.

*
*
*
*

Sonme online forum di scussions about this ioctl
seened to indicate that in case of success it
returns the "stereo" setting (ie, either

* 0" for nono or '1' for stereo).

if ((channels != 0) && (channels !'= 1)) {
| x_debug("\tinvalid stereo request");
return (-EINVAL);

}
channel s += 1;
} else {
/* Limt the systemto one or two channels. */
if ((channels I'= 1) && (channels != 2)) {
| x_debug("\tinvalid channel request");
return (-EINVAL);

}

/* We need to know the access node for the file. */
if ((ampde = fentl (fd, F_GETFL)) < 0)

return (-EINVAL);
anmode &= OACCN[DE
assert((anpbde == O RDONLY) || (anpde == O WRONLY) || (anode
/* Initialize the channel
AUDI O | NI TI NFQ( &sa_i nfo) ;

request. */

/* Transl ate the Linux oss request into a Solaris request.
if ((ampde == O RDONLY) || (anpde == O RDWR))

sa_i nfo.record. channel s = channel s;
if ((ampde == O WRO\NLY) || (anpde == O RDWR))

sa_i nfo. play. channel s = channels;

/* Send the request. */
| x_debug("\tioctl (%, Ox% - %, ..
fd, AUDI O SETI NFQ, "AUDIOSETI NFO)
if (|oct|(fd TAUDI O SETINFO, &sa_info) < 0)
return (-errno);

if (cmd == LX_0OSS_SNDCTL_DSP_STEREQ)
return (channels - 1);
return (0);

eo",

or

*/
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1646 static int
1647 | * ARGSUSED*/

1648 ict_oss_sndctl _dsp_speed(int fd, struct stat *stat,

1649 int cmd, char *cnd_str, intptr_t arg)

1650 {

1651 audi o_i nfo_t sa_i nfo;

1652 ui nt _t *speedp = (uint_t *)arg;

1653 ui nt _t speed;

1654 int anode, err;

1656 assert (cnd == LX_OSS _SNDCTL_DSP_SPEED) ;

1658 /* loctl is only supported on dsp audi o devices. */
1659 if ((err =i_is_dsp_dev(fd)) !=0)

1660 return (err);

1662 if (uucopy(speedp, &speed, sizeof (speed)) != 0)
1663 return (-errno);

1665 | x_debug("\toss speed request = Ox% (%)", speed, speed);
1667 if (speed == (uint_t)-1)

1668 | x_debug( "\t XXX: possible oss speed query?");
1669 return (-EINVAL);

1670 }

1672 /* We need to know the access node for the file. */
1673 if ((ampde = fentl (fd, F_GETFL)) < 0)

1674 return (-EINVAL);

1675 anpde & O ACCMODE;

1676 assert((anode == O RDONLY) || (anmpbde == O WRONLY) || (anode
1678 /* Initialize the speed request. */

1679 AUDI O_| NI TI NFQ( &sa_i nfo);

1681 /* Transl ate the Li nux oss request into a Sol aris request.
1682 if ((ambde == O RDONLY) || (anpde == O _RDWR))

1683 sa_info.record. sanpl e_rate = speed;

1684 if ((anpde == O WRONLY) || (anpde == O RDWR))

1685 sa_| |nfo pl ay. sanpl e_rate = speed;

1687 /* Send the request. */

1688 | x_debug("\tioctl (%, 0x%< - %, ...)",

1689 fd, AUDI O SETI NFO, "AUDI O_ SETI NFO' )

1690 return ((ioctT(fd, AUD O SETINFO, &sa |nfo) <0) ? -errno :
1691 }

1693 static int

1694 /* ARGSUSED*/

1695 ict_oss_sndctl _dsp_get bl ksi ze(int fd, struct stat *stat,

1696 int cmd, char *cnd_str, intptr_t arg)

1697 {

1698 Ixa_frag_info_t fi;

1699 uint_t *bl ksi zep = (uint_t *)arg;

1700 ui nt _t bl ksi ze;

1701 int err;

1703 assert(cmd == LX OSS_SNDCTL_DSP_GETBLKSI ZE) ;

1705 /* loctl is only supported on dsp audi o devices. */
1706 if ((err =i_is_dsp_dev(fd)) !=0)

1707 return (err);

1709 /* Query the current fragnment count and size. */
1710 I x debug( \tioctl (%, Ox%& - %, ...)",

1711 fd, LXA_| OC_CGET_FRAG I NFO, "LXA | OC _GET_FRAG | NFO');

*/

0);
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1712 if (ioctl(fd, LXA |OC GET_FRAG INFO, &fi) < 0)

1713 return (-errno);

1715 bl ksize = fi.lxa_fi_size;

1717 if (uucopy(&blksize, blksizep, sizeof (blksize)) != 0)
1718 return (-errno);

1719 return (0);

1720 }

1722 static int

1723 | * ARGSUSED*/

1724 ict_oss_sndctl _dsp_getspace(int fd, struct stat *stat,

1725 int cmd, char *cnmd_str, intptr_t arg)

1726 {

1727 | x_oss_audi o_buf _info_t *spacep = (lx_oss_audi o_buf_info_t *)arg;
1728 | x_oss_audi o_buf _info_t space;

1729 I xa_frag_info_t fi;

1730 int err;

1732 assert ((cnmd == LX_OSS_SNDCTL_DSP_GETOSPACE) | |

1733 (cmd == LX_OSS_SNDCTL_DSP_GETI SPACE) ) ;

1735 /* loctl is only supported on dsp audi o devices. */
1736 if ((err = i_is_dsp_dev(fd)) !'=0)

1737 return (err);

1739 /* Query the current fragnent count and size. */

1740 I x_debug("\tioctl (%, Ox% - %, ...)",

1741 d, LXA | OC GET_FRAG INFO, "LXA | OC GET_FRAG_INFO');
1742 if (ioctl(fd, LXA_|IOC_GET_FRAG INFO &fi) < 0)

1743 return (-errno);

1745 /* Return the current fragnment count and size. */

1746 space.fragstotal = fi.lxa_fi_cnt;

1747 space. fragsize = fi.lxa_fi_size;

1749 /*

1750 * W'l lie and tell applications that they can always wite
1751 * out at |east one fragnment without bl ocking.

1752 */

1753 space. fragnents = 1;

1754 space. bytes = space. fragsi ze;

1756 if (cmd == LX_OSS_SNDCTL_DSP_GETOSPACE)

1757 | x_debug("\toss get output space result = ");
1758 if (cnd == LX_OSS_SNDCTL_DSP_GETI SPACE)

1759 | x_debug("\toss get input space result = ");
1761 I x_debug("\t\tbytes = Ox% (%), fragments = Ox% (%u)",
1762 space. bytes, space. bytes, space.fragnents, space.fragnments);
1763 | x_debug("\t\tfragtotal = Ox% (%), fragsize = Ox%& (%)",
1764 space. fragstotal, space.fragstotal,

1765 space. fragsi ze, space.fragsize);

1767 if (uucopy(&space, spacep, sizeof (space)) != 0)

1768 return (-errno);

1769 return (0);

1770 }

1772 static int

1773 | * ARGSUSED*/

1774 ict_oss_sndctl _dsp_setfragment(int fd, struct stat *stat,

1775 int cmd, char *cnmd_str, intptr_t arg)

1776 {

1777 Ixa_frag_info_t fi
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1778
1779
1780

1782

1784
1785
1786

1788
1789

1791
1792
1793
1794
1795
1796
1797
1798

1800
1801

1803
1804
1805

1807
1808
1809

1811
1812
1813

1815
1816
1817
1818
1819
1820
1821

1823
1824
1825

1827
1828

1830
1831
1832
1833
1834

1836
1837
1838
1839
1840
1841
1842
1843

ui nt _t *fraginfop = (uint_t *)arg;
uint_t fraginfo, frag_size, frag_cnt;
int err;
assert(cnd == LX_OSS_SNDCTL_DSP_SETFRAGVENT) ;
/* loctl is only supported on dsp audi o devices. */
if ((err = i_is_dsp_dev(fd)) != 0)
return (err);
if (uucopy(fraginfop, & raginfo, sizeof (fraginfo)) != 0)
return (-errno);
/*
* The argunent to this ioctl is a 32-bit integer of the
* format Ox MMWMM SSSS wher e:
* SSSS - requests a fragnent size of 27SSSS
* MVUWM - requests a maxi mum fragment count of 2*"MVWM
*if MMM is Ox7fff then the application is requesting
* no limts on the nunber of fragments.
*
/
frag_size = fraginfo & Oxffff;
frag_cnt = fraginfo >> 16;
| x_debug("\toss fragnent request:
"power size = Ox% (%), power cnt = Ox% (%u)",
frag_size, frag_size, frag_cnt, frag_cnt);
/* Limt the supported fragment size from2"4 to 2731. */
if ((frag_size < 4) || (frag_size > 31))
return (-EINVAL);
/* Limt the nunmber of fragments from 221 to 2732. */
if (((frag_cnt < 1) || (frag_cnt > 32)) && (frag_cnt != Ox7fff))
return (-EINVAL);
/* Expand the fragnent val ues. */
frag_size = 1 << frag_si ze;
if ((frag_cnt == 32) || (frag_cnt == Ox7fff)) {
frag_cnt = U NT_MAX;
} else {
frag_cnt = 1 << frag_cnt;
}
| x_debug("\toss fragnment request: "
"transl ated size = Ox% (%), translated cnt = Ox% (%)",
frag_size, frag_size, frag_cnt, frag_cnt);
fi.lxa_fi_size = frag_size;
fi.lxa_fi_cnt = frag_cnt;
/* Set the current fragment count and size. */
I x_debug("\tioctl (%, Ox% - %, ...)",
fd, LXA IOC SET_FRAG INFO "LXA | OC_SET_FRAG | NFO');
return ((ioctl(fd, LXA IOC_SET_FRAG INFO, &fi) <0) ? -errno : 0);
}
static int
/ * ARGSUSED* /
ict_oss_sndctl _dsp_getcaps(int fd, struct stat *stat,
int cmd, char *cnd_str, intptr_t arg)
{
uint_t *capsp = (uint_t *)arg;
uint_t caps;
int err;

28



new usr/src/lib/brand/ | x/1x_brand/ comon/ioctl.c 29 new usr/src/lib/brand/ Il x/1x_brand/ comon/ioctl.c

1845 assert (cmd == LX_OSS _SNDCTL_DSP_GETCAPS) ; 1911 assert (cmd == LX_OSS SNDCTL_DSP_GETOPTR) ;
1847 /* loctl is only supported on dsp audio devices. */ 1913 /* loctl is only supported on dsp audio devices. */
1848 if ((err = i_is_dsp_dev(fd)) !'=0) 1914 if ((err = i_is_dsp_dev(fd)) !'=0)
1849 return (err); 1915 return (err);
1851 /* 1917 /* Query the current fragnent size. */
1852 * Report that we support mmap access 1918 | x_debug("\tioctl (%, Ox% - °/s, "
1853 * this is where things start to get fun. 1919 fd, LXA | OC_GET_FRAG_ | NFQ, LXAICﬁGEI’FRAGINFO)
1854 *f 1920 if (ioctl(fd, LXA |IOC GET_FRAG INFO, & i) < 0)
1855 caps = LX_OSS_DSP_CAP_MVAP | LX OSS_DSP_CAP_TRI GGER; 1921 return (-errno);
1857 if (uucopy(&caps, capsp, sizeof (caps)) != 0) 1923 /* Figure out how many sanpl es have been played. */
1858 return (-errno); 1924 | x_debug("\tioctl (%, Ox% - %, ...)"
1859 return (0); 1925 fd, AUDI O GETI NFO, "AUDI O GEI'I NFO )
1860 } 1926 if (i oct | (fd, AUDI O GETINFQ, &ai) < 0)
1927 return (-errno);
1862 static int 1928 ci.bytes = ai.play.sanples + ai.record. sanpl es;
1863 / * ARGSUSED*/
1864 ict_oss_sndctl _dsp_settrigger(int fd, struct stat *stat, 1930 /*
1865 int cnd, char *cnd_str, intptr_t arg) 1931 * Figure out how many fragments of audi o have gone out since
1866 { 1932 * the last call to this ioctl.
1867 ui nt _t *triggerp = (uint_t *)arg; 1933 */
1868 ui nt _t trigger; 1934 ci.blocks = (ci.bytes - bytes) / fi.lxa_fi_size;
1869 int err; 1935 bytes = ci.bytes;
1871 assert(cmd == LX OSS_SNDCTL_DSP_SETTRI GGER) ; 1937 /* Figure out the current fragnent offset for mmap audi o output.
1938 I x debug("\tloctl (%, Ox% - Y%, .
1873 /* loctl is only supported on dsp audi o devices. */ 1939 fd, XA | OC_MVAP_PTR, "LXA_ I OC_MVAP  PTR');
1874 if ((err = i_is_dsp_dev(fd)) !=0) 1940 if (ioctl(fd, LXA |OC MWAP_PTR &ptr) < 0) {
1875 return (err); 1941 /*
1942 * W really should return an error here, but some
1877 if (uucopy(triggerp, &rigger, sizeof (trigger)) !=0) 1943 * application (*cough* *cough* flash) expect this
1878 return (-errno); 1944 * joctl to work even if they haven't mmaped the
1945 * de ice.
1880 | x_debug("\toss set trigger request = Ox% (%)", 1946 )
1881 trigger, trigger); 1947 ci.ptr = 0;
1948 } else {
1883 /* W only support two types of trigger requests. */ 1949 ci.ptr = ptr;
1884 if ((trigger !'= LX_OSS PCM DI SABLE_QUTPUT) && 1950 }
1885 (trigger !'= LX_OSS_PCM ENABLE_QUTPUT))
1886 return (-EINVAL); 1952 | x_debug("\toss get output ptr result =");
1953 I x_debug("\t\t"
1888 /* 1954 "bytes = Ox% (%), blocks = Ox% (%), ptr = Ox%& (%)",
1889 * We only support triggers on devices open for wite access, 1955 ci.bytes, ci.bytes, ci.blocks, ci.blocks, ci.ptr, ci.ptr);
1890 * but we don't need to check for that here since the driver will
1891 * verify this for us. 1957 if (uucopy(&ci, (void *)arg, sizeof (ci)) !=0)
1892 */ 1958 return (-errno);
1959 return (0);
1894 /* Send the trigger command to the audi o device. */ 1960 }
1895 I x_debug("\tioctl (%, Ox% - %; )"
1896 fd, LXA_| OC_MVAP_OUTPUT, LXA 1 0C_ M\/V-\P QUTPUT") ; 1962 static int
1897 return ((ioctl(fd, LXA_ |OC MVAP_OUTPUT, &trigger) <0) ? -errno : 0); 1963 /* ARGSUSED*/
1898 } 1964 ict_oss_sndctl _dsp_sync(int fd, struct stat *stat,
1965 int cmd, char *cnd_str, intptr_t arg)
1900 static int 1966 {
1901 /* ARGSUSED*/ 1967 int anode, err;
1902 ict_oss_sndctl _dsp_getoptr(int fd, struct stat *stat,
1903 int cmd, char *cnmd_str, intptr_t arg) 1969 assert(cnd == LX_OSS_SNDCTL_DSP_SYNC) ;
1904 {
1905 static uint_t bytes = 0; 1971 /* loctl is only supported on dsp audi o devices. */
1906 | x_oss_count _info_t ci; 1972 if ((err =i_is_dsp_dev(fd)) !'=0)
1907 I xa_frag_info_t fi; 1973 return (err);
1908 audi o_i nfo_t ai;

1909 int ptr, err; 1975 /* We need to know the access node for the file. */
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1976 if ((ampde = fentl (fd, F_GETFL)) < 0)

1977 return (-EINVAL);

1978 anpde & O ACCMODE;

1979 assert ((anpde == O_RDCNLY) || (ambde == O WRONLY) || (anpde == O RDWR));
1981 /*

1982 * A sync is basically a noop for record only device.

1983 * We check for this here because on Linux a sync on a record
1984 * only device returns success immediately. But the Solaris
1985 * equivalent to a drain operation is a AUDIODRAIN, and if

1986 * it'’s issued to a record only device it will fail and return
1987 * El NVAL.

1988 *

1989 f (anmpbde == O_RDONLY)

1990 return (0);

1992 /* Drain any pending output. */

1993 | x_debug("\tioctl (%, Ox% - %, ...)",

1994 fd, AUDI O DRAIN, "AUDI O DRAIN');

1995 return ((ioctl(fd, AUDIODRAIN, NULL) < 0) ? -errno : 0);

1996 }

1998 /*

1999 * /dev/m xer ioctl translators and support

2000 *

2001 * There are sone interesting things to take note of for supporting
2002 * /dev/m xer ioctls.

2003 *

2004 * 1) We report support for the follow ng mxer resources:

%882 : VOLUME, PCM M C

2007 * 2) We assune the follow ng nunber of channels for each m xer resource:
2008 * VOLUME: 2 channel s

2009 * PCM 2 channel s

2010 * MC 1 channel

2011 *

2012 * 3) OSS sets the gain on each channel independently but on Solaris
2013 * there is only one gain value and a bal ance value. So we need
2014 * to do some translation back and forth.

2015 *

2016 * 4) OSS assunes direct access to hardware but Sol aris provides

2017 * virtualized audi o device access (where everyone who opens /dev/audio
2018 * get a virtualized audio channel stream all of which are merged
2019 * toget her by a software mixer before reaching the hardware). Hence
2020 * mappi ng OSS ni xer resources to Solaris mxer resources takes some
2021 * work. VOLUME and Mc resources are mapped to the actual underlying
2022 * audi o hardware resources. PCMresource are mapped to the virtual
2023 * audi o channel output level. This nmapping beconmes nore conplicated
2024 * if there are no open audi o output channels. In this case the
2025 * | x_audi o device caches the PCM channel s setting for us and applies
2026 * themto any new audi o output channels that get opened. (This
2027 * is the reason that we don’t use AUDI O SETINFO ioctls directly

2028 * but instead the |x_audio driver custom LXA | OC_ M XER SET_*

2029 * and LXA | OC_M XER GET_* ioctls.) For nore information see

2030 * the comments in | x_audio.c.

2031 */

2032 static int

2033 i _is_mxer_dev(int fd)

2034 {

2035 int mnor;

2037 /*

2038 * This is a cloning device so we have to ask the driver

2039 * what kind of minor node this is.

2040 */

2041 | x_debug("\tioctl (%, Ox%& - %, ...)",

new usr/src/lib/brand/|x/|x_brand/ common/ioctl.c

2042
2043
2044
2045
2046
2047
2048

2050
2051
2052
2053

2055
2056
2057
2058
2059
2060
2061
2062

2064
2065
2066

2068
2069
2070
2071
2072
2073

2075
2076
2077
2078

2080
2081
2082
2083

2085
2086
2087
2088
2089

2091
2092

2094
2095

2097
2098
2099
2100
2101
2102
2103
2104
2105

2107

*/

fd, LXA | OC_GETM NORNUM "LXA | OC_GETM NORNUM') ;
if (| oct | (fd, LXA I OC GETM NORNUM &minor) < 0)
return (-EINVAL);
if (mnor !'= LXA MNmNWMXER)
return (-EI NVAL);
return (0);
}
static int
i_oss_m xer_m _to_val (I xa_m xer_levels_t *nl, uint_t *val)
{
int range, vall, val2;
/* Deal with the other easy case, both channels have the sane |evel.
if (m->lxa m _bal ance == AUDI O M D_BALANCE) {
*val = LX_0SS_M XER ENC2(
LX_0OSS_S2L_GAI N(m ->| xa_m _gain),
LX_0SS_S2L_GAI N(m - > xa_m _gai n))
assert (LX_0OSS_ M XER 2CH OK(*val));
return (0);
}
/* Decode the bal ance/gain into two separate |levels. */
if (m->xa_nm _balance > AUDIO M D BALANCE) {
val2 = m->I xa_m _gain;
range = AUDI O RI GHT_BALANCE - AUDI O M D_BALANCE;
val1 = AUDI O RI GHT_BALANCE - ni->| xa_ni _bal ance;
vall = (val 2 * val 1) / range;
} else {
assert ( m - >l xa_m _bal ance < AUDI O_ M D_BALANCE) ;
val 1 m - >l xa_m _gai n;
range = AUDI O M D_BALANCE - AUDI O LEFT_BALANCE;
val2 = ni - >I xa_nl _bal ance;
val2 = (vall * val2) / range;
}
*val = LX_0OSS_M XER_ENC2(LX _0OSS_S2L_GAI N(val 1),
LX 0SS S2L_GAIN(val 2));
return (0);
}
static int
i_oss_mxer_val _to_m (uint_t val, Ixa_mxer_levels_t *ni_old,
| xa_mi xer _levels_t *m)
{
int range, vall, val2;
if (ILX_0OSS_M XER 2CH CK(val))
return (-EINVAL);
val 1 = LX_0SS M XER DEC1(val);
val 2 = LX_OSS_M XER _DEC2(val );
/*
* Deal with the easy case.
* Both channel s have the same non-zero |evel.
*/
if ((vall!=0) & (vall == vaI2)) {
m->l xa_m _gain = LX_OSS_L2S GAI N(val 1);
m - >l xa_nl _bal ance = AUDI O M D_BALANCE;
return (0);
}
/* |If both levels are zero, preserve the current bal ance setting.
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2108 if ((vall-- 0) &&(valz-- 0)) {
2109 m->lxa_m _gain = 2175 assert (LXA_M XER _LEVELS _OK(&m));
2110 m - >l xa_ni _bal ance = m _ol d- >l xa_ni _bal ance;
2111 return (0); 2177 /* Translate the mxer levels struct to an OSS m xer value. */
2112 } 2178 if ((err = i_oss_mxer_m _to_val (&, &val)) !=0)
2179 return (err);
2114 /* 2180 assert (LX_ 0SS M XER 2CH OK(val ));
2115 * First set the gain to match the hi ghest channel value vol une.
2116 * Then use the balance to sinmulate |ower volune on the second 2182 I x debug( \toss get mixer % result = Ox% (%J)
2117 * channel . 2183 (cmd LX_OSS_SOUND_M XER_READ_VOLUME) ? "vol ume” : " pent',
2118 */ 2184 val , val)
2119 if (vall > val2) {
2120 m ->l xa_nml _gain = LX OSS_L2S GAI N(val 1) ; 2186 if (uucopy(&val, valp, sizeof (val)) !=0)
2187 return ( errno);
2122 range = AUDIO M D_ BALAI\K:E - AUDI O_LEFT_BALANCE; 2188 return (0);
2123 m ->l xa_nl _balance = 0; 2189 }
2124 m ->l xa_m _bal ance += ((vaI 2 * range) / vall);
2125 } else { 2191 static int
2126 assert(val 1l < val 2); 2192 /* ARGSUSED*/
2193 ict_oss_m xer_wite_volume(int fd, struct stat *stat,
2128 m ->l xa_m _gain = LX OSS_L2S _GAI N(val 2); 2194 int cnd, char *cnd_str, intptr_t arg)
2195 {
2130 range = AUDI O RI GHT BALANCE - AUDI O M D_BALANCE; 2196 | xa_m xer_| evel s_t m, m_old;
2131 m ->l xa_nl _balance = AUDI O _RI GHT_BALANCE; 2197 uint_t *valp = (uint_t *)arg;
2132 m ->l xa_m _bal ance -= ((vall * range) / val2); 2198 ui nt _t val ;
2133 } 2199 char *emd_t xt;
2200 int err, cnd_new,
2135 return (0);
2136 } 2202 assert ((crmd == LX_OSS_SOUND M XER WRI TE_VOLUME) | |
2203 (cmd == LX OSS_SOUND_M XER WRI TE_PCM) ) ;
2138 static int
2139 /* ARGSUSED*/ 2205 /* loctl is only supported on m xer audio devices. */
2140 ict_oss_m xer_read_vol une(int fd, struct stat *stat, 2206 if ((err = i_is_mxer_dev(fd)) !=0)
2141 int cmd, char *cnd_str, intptr_t arg) 2207 return (err);
2142 {
2143 | xa_m xer_| evel s_t m; 2209 if (uucopy(valp, &al, sizeof (val)) != 0)
2144 ui nt _t *valp = (uint_t *)arg; 2210 return (-errno);
2145 uint _t val ;
2146 char *cmd_t xt; 2212 if (cmd == LX _OSS_SOUND M XER WRI TE_VOLUME) {
2147 int err, cnd_new, 2213 cnd_new = LXA | OC_ M XER _SET_VQL;
2214 cmd_txt = "LXA | OC_M XER_SET_ VO_"'
2149 assert((crmd == LX_OSS_SOUND M XER_READ VOLUME) | |
2150 (cnd == LX_0SS_SOUND_M XER _READ _PCM)) ; 2216 /* Attenpt to get the device output gal n. */
2217 | x_debug("\tioctl (%, Ox% - %, ... fd,
2152 /* loctl is only supported on m xer audio devices. */ 2218 LXA_| OC_M XER CGET_VOL., " LXA 10C_M XER GET _VvaL");
2153 if ((err = i_is_mxer_dev(fd)) !=0) 2219 if (ioctl(fd, LXA_IOC_M XER GET_VOL, & _old) < 0)
2154 return (err); 2220 return (-errno);
2221 1
2156 if (cmd == LX_0SS_SOUND_M XER_READ_VOLUME) {
2157 cmd_new = LXA | CD_M XER_GET_VQL; 2223 if (cmd == LX_OSS_SOUND M XER WRI TE_PCM {
2158 cnd_txt = "LXA | OC_M XER_GET_VOL"; 2224 cmj new = LXA_ I OC_M XER_SET_PCM
2159 } 2225 cnmd_txt = "LXA | OC_M XER _SET_PCM';
2160 if (cmd == LX_0SS_SOUND_M XER_READ_PCM {
2161 cnd new = LXA_ OC_M XER_GET_PCM 2227 /* Atterrpt to get the device output gal n. */
2162 cnd_txt = "LXA | OC_M XER _GET_PCM'; 2228 | x_debug("\tioctl (%, Ox% - %, ... d,
2163 } 2229 LXA | OC_M XER_GET_PCM LXAIG?MXERG:_FPCM)
2230 if (ioctl(fd, LXA IOC M XER GET_PCM &m old) < 0)
2165 /* Attenpt to set the device output gain. */ 2231 return (-errno);
2166 | x_debug("\tioctl (%, Ox% - %, ...)", fd, cmd_new, cnd_txt); 2232 }
2167 if (ioctl(fd, cnd_new, &m) <O)
2168 return (-errno); 2234 | x_debug("\toss set mxer % request = Ox%& (%)",
2235 (cmd == LX_0SS_SOUND_M XER_WRI TE_VOLUVE) ? "vol ume" : "pcnt,
2170 | x_debug("\tlx_audi o m xer results, " 2236 val, val);
2171 "galn = Ox% (%), bal ance = = OX% (%) "
2172 m .| xa_m _gain, m.Ixa_n gal n, 2238 /* Translate an OSS m xer value to mxer levels. */
2173 m .| xa_m _bal ance, m.Txa_m _bal ance) ; 2239 if ((err = i_oss_mxer_val_to_m (val, & _old, &)) !=0)
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2240 return (err);

2241 assert (LXA M XER_LEVELS OK(&m));

2243 I x_debug("\tlx_audi o m xer reques "

2244 "galn = 0x% (%), balance = 0X % (%) "
2245 m .| xa_m _gain, M. 1 xa_m _gain,

2246 m .1 xa_m _bal ance, m.Txa_n _bal ance) ;

2248 /* Atterrpt to set the device output gal n. */
2249 | x_debug("\tioctl (%, Ox% - %, ...)", fd, cnd_new, cnd_txt);
2250 if (ioctl(fd, cnd_new, &) <O)

2251 return (-errno);

2253 return (0);

2254 }

2256 static int

2257 | * ARGSUSED*/

2258 ict_oss_mixer_read_mc(int fd, struct stat *stat,

2259 int cmd, char *cnd_str, intptr_t arg)

2260 {

2261 | xa_m xer_| evel s_t m ;

2262 uint_t *valp = (uint_t *)arg;
2263 uint_t val ;

2264 int err;

2266 assert((cnd == LX_0OSS_SOUND M XER READ M C) ||
2267 (cnd == LX OSS_SOUND_M XER _READ_| GAIN) ) ;
2269 /* loctl is only supported on m xer audio devices. */
2270 if ((err =i_is_mxer_dev(fd)) != 0)

2271 return (err);

2273 /* Atterrpt to get the device input gal n. */
2274 I x_debug("\tioctl (%, Ox% - %;, )"

2275 fd, LXA |IOC M XER GET_M C, LXAICX:MXERGETMC)
2276 |f(|octl(fd LXA I|OC_ M XER GET_MC, &m) < 0)
2277 return (-errno);

2279 /* Report the mixer as having two channels. */
2280 val = LX_0SS_M XER _ENC2(

2281 LX_0SS_S2L_GAIN(m . I xa_n _gai n),

2282 LX_0SS_S2L_GAIN(ml . | xa_ml _gai n));

2284 if (cmd == LX OSS_SOUND_M XER READ M C)

2285 | x_debug("\toss get mxer mc result = Ox% (%)", val, val);
2286 if (cnd == LX_OSS_SOUND M XER_READ | GAI N)

2287 | x_debug("\toss get mxer igain result = Ox% (%)", val, val);
2289 if (uucopy(&val, valp, sizeof (val)) !=0)
2290 return (-errno);

2291 return (0);

2292 }

2294 static int

2295 /* ARGSUSED*/

2296 ict_oss_mixer_wite_mc(int fd, struct stat *stat,

2297 int cmd, char *cnd_str, intptr_t arg)

2298 {

2299 | xa_m xer_| evel s_t ;

2300 uint_t *valp = (uint_t *)arg;
2301 uint_t val ;

2302 int err;

2304 assert((cnd == LX_0SS_SOUND M XER WRI E O |
2305 (cmd == LX_0OSS_SOUND M XER WRITE_I GAI N) ) ;
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2307 /* loctl is only supported on m xer audio devices. */

2308 if ((err = i_is_mxer_dev(fd)) !=0)

2309 return (err);

2311 if (uucopy(valp, &val, sizeof (val)) != 0)

2312 return (-errno);

2314 if (cmd == LX_OSS_SOUND M XER_WRI TE_M C)

2315 Ix _debug("\toss set mxer nmic request = Ox% (%)", val, val);
2316 if (cmd == LX_OSS_SOUND_M XER WRI TE_I GAI N)

2317 | x_debug(™\toss set m xer igain request = Ox% (%i)", val, val);
2319 /* The mic only supports one channel. */

2320 val = LX 0SS _M XER_DECI1(val)

2322 m .| xa_m _bal ance = AUDI O M D_BALANCE;

2323 m .l xa_m _gain = LX_OSS_L2S_GAI N(val ) ;

2325 /* Attenpt to set the device input gal n. */

2326 | x_debug("\tioctl (%, Ox% - °/s .

2327 fd, LXA |IOC M XER SET_M C, LXAI@MXER SET_MC");

2328 if (ioctl(fd, LXA I1OCMXER SET MC, &m) < 0)

2329 return (-errno);

2331 return (0);

2332 }

2334 static int
2335 / * ARGSUSED*/

2336 ict_oss_mixer_read_devs(int fd,

2337
2338 {
2339
2340
2341

2343
2344
2345
2346
2347
2348
2349
2350
2351
2352
2353
2354
2355
2356
2357
2358
2359

2361
2362
2363

2365
2366

2368
2369 }

2371 /*

struct stat *stat,

int cmd, char *cnd_str, intptr_t arg)
ui nt _t *resultp = (uint_t *)arg;
uint_t result = 0;
int err;
if (cmd == LX_OSS_SOUND M XER_READ_DEVMASK) {

/* Bitnap of all the mi xer channels we supposedly support. */
resul t ((1 << LX_0SS_SM PCV |

(1 << LX_ 0SS_ SMMO) |

(1 << LX_OSS_SM VOLUME) ) ;

}
if (cmd == LX_OSS_SOUND_M XER_READ_STEREODEVS)
/* Bitmap of the stereo mi xer channels we supposedly support. */
result = ((1 << LX_0SS_SM PCV |
(1 << LX_0OSS_SM VOLUME));

}
if ((cmd == LX_0SS_SOUND_M XER_READ_RECNVASK) | |
(cmd == LX_OSS_SOUND_M XER_READ_RECSRC)) {
/* Bitmap of the nixer input channel s we supposedly support. */
result = (1 << LX_OSS_ SMMOQO);

assert(result !'= 0);

/* loctl is only supported on m xer audio devices. */
if ((err =i_is_mxer_dev(fd)) != 0)

return (err);
if (uucopy(&esult, resultp, sizeof (result)) != 0)

return (-errno);

return (0);
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2372 * Audio ioctl conversion support structures.

2373 */

2374 static oss_fnt_translator_t oft_table[] = {

2375 LX_OSS_AFMI_MJ_LAW AUDI O_ENCODI NG_ULAW 8},
2376 { LX_OSS_AFMI_A_LAW AUDI O_ENCODI NG_ALAW 8 },
2377 { LX_OSS_AFMI_SB, AUDI O_ENCODI NG LI NEAR, 8 },
2378 { LX_OSS_AFMI_Us, AUDI O_ENCODI NG_LI NEARS, 8 },
2379 { LX_OSS_AFMI_S16_NE, AUDI O_ENCODI NG_LI NEAR, 16 },
%gg(l) . {o 0, 0}
2383 /*

2384 * loctl translator definitions.

2385 */

2387 | *

2388 * Defines to help with creating ioctl translators.

2389 *

2390 * | OC_CMD_TRANSLATOR NONE - loctl has the same semantics and ar gunent
2391 * values on Solaris and Linux but may have different command val ues.
2392 * (Macro assumes the synbolic Linux nane assigned to the ioctl conmmand
2393 * value is the sane as the Solaris synbol but pre-pended with an "LX ")
2394 *

2395 * | OC_CVMD_TRANSLATOR_PASS - loctl is a Linux specific ioctl and should
2396 * be passed through unnodified.

2397 *

2398 * | OC_CMD _TRANSLATOR FILTER - loctl has the same conmand name on

2399 * Solaris and Linux and needs a translation function that is common to
2400 * nore than one ioctl. (Macro assunmes the synbolic Linux name assigned
2401 * to the ioctl command value is the sanme as the Solaris synbol but
2402 * pre-pended with an "LX_")

2403 *

2404 * | OC_CMD_TRANSLATOR CUSTOM - loctl needs special handling via a

2405 * translation function.
2406 */
2407 #define | OC_CMD TRANSLATOR NONE(i oc_cnd_sym)

2408 { (int)LX ##ioc_cmd_sym "LX " #ioc_cnd_sym
2409 ioc_cnmd_sym #ioc_cmd_sym ict_pass },
2411 #define | OC_CMD TRANSLATOR PASS(i oc_cnd_sym)

2412 { (int)ioc_cnd_sym #ioc_cnd_sym

2413 i oc_cnd_sym #ioc_cnmd_sym ict_pass },

2415 #define

| ioct_handl er)
2416 {

OC_CMD_TRANSLATOR FI LTER(i oc_cnd_sym
(i

nt) LX_##i oc_cnd_sym * LX_™ #i oc_cnd_sym
2417 i oc_cnd_sym #ioc_cmd_sym ioct_handler },
2419 #define | OC_CVD_TRANSLATOR CUSTOM i oc_cnd_sym i oct_handl er)
2420 { (int)ioc_cnd_sym #i oc_cnd_sym
2421 (int)ioc_cnd_sym #ioc_cnd_sym ioct_handler },

2423 #define | OC_CVD_TRANSLATOR END
2424 { 0, NULL, O, NULL, NULL }
2426 / | files will need to support these ioctls. */
2427 #define | OC_CVMD_TRANSLATORS_ALL

2428 | OC_CVD_TRANSLATOR_NONE( FI ONREAD)

2429 | OC_CVD_TRANSLATOR_NONE( FI ONBI O)

2431 /* Any fi

| es supporting streanms semantics wWill need these ioctls. */

1
2432 #define | OC_CVD_TRANSLATORS_STREANMS
2433 | OC_CVD_TRANSLATOR NONE( TCXONC)
2434 | OC_CVD_TRANSLATOR_NONE( TCFLSH)
2435 | OC_CVD_TRANSLATOR_NONE( Tl OCEXCL)
2436 | OC_CVD_TRANSLATOR_NONE( TI OCNXCL)
2437 | OC_CVD_TRANSLATOR_NONE( Tl OCSPGRP)

e —
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2438
2439
2440
2441
2442
2443
2444
2445
2446
2447
2448
2449
2450
2451
2452
2453
2454
2455

2458 | *
2459
2460

2461 static ioc_cnd_translator_t

2462
2463
2464 };

2466 static i
2467

2468

2469

2470 };

2472 static i
2473

2475
2476
2477
2478
2479

2481

2483
2484
2485
2486
2487
2488
2489
2490
2491
2492
2493
2494
2495
2496

2498
2499
2500

2502
2503 };

oC_

888888 88888838,

oc_

loc

* Translators for
*/

I C

1 OC_

—— -0
(e}

888

-0

888 88883888388888 8 8R8A88 8°

|
|
(ool

ool

cnd_transl ator_t

CMD_TRANSLATOR _NONE( TI OCSTI )

" OMD_TRANSLATOR_NONE( TI OCSW NSZ)
" CMD_TRANSLATOR_NONE( TI OCVBI S)

" OMD_TRANSLATOR_NONE( TI OCVBI C)

> OMD_TRANSLATOR_NONE( TI OCMBET)

" OMD_TRANSLATOR_NONE( Tl OCSETD)

> CMD_TRANSLATOR_NONE( FI QASYNC)

> CMD_TRANSLATOR_NONE( FI OSETOWN)
> OMD_TRANSLATOR_NONE( TCSBRK)

> CVMD_TRANSLATOR _FI LTER( TCSETS,
> CMD_TRANSLATOR_FI LTER( TCSETSW
> CMD_TRANSLATOR_FI LTER( TCSETSF,
> CMD_TRANSLATOR_FI LTER( TCSETA,
> CMD_TRANSLATOR_FI LTER( TCSETAW
CVD_TRANSLATOR_FI LTER( TCSETAF,

CMD_TRANSLATOR_CUSTOM LX_TCSBRKP,

non-devi ce files.

ioc_translators_file[]
CMD_TRANSLATORS_ALL
CMD_TRANSLATOR_END

ioc_translators_fifo[]
CVD_TRANSLATORS_ALL

> CMD_TRANSLATORS_STREAMS

> CMD_TRANSLATOR_END

cnd_translator_t ioc_translators_sock[]
> CMD_TRANSLATCRS_ALL ™

> CMD_TRANSLATCR_NONE( FI GASYNG)

" CMD_TRANSLATOR_NONE( FI OGETOW)
" CMD_TRANSLATOR_NONE( FI OSETOWN)
" CMD_TRANSLATOR_NONE( S| OCSPGRP)
" CMD_TRANSLATOR_NONE( S| OCGPGRP)

> CMD_TRANSLATOR _FI LTER( SI OCATMARK,

> CMD_TRANSLATOR_FI LTER( SI OCG FFLAGS,

> CMD_TRANSLATOR_FI LTER( SI OCSI FFLAGS,

> CMD_TRANSLATOR _FI LTER( S| OCG FADDR,

> CMD_TRANSLATOR_FI LTER( S| OCSI FADDR,

> CMD_TRANSLATOR_FI LTER( SI OCG FDSTADDR,
> CMD_TRANSLATOR_FI LTER( S| OCSI FDSTADDR,
> CMD_TRANSLATOR_FI LTER( S| OCG FBRDADDR,
> CMD_TRANSLATOR_FI LTER( SI OCSI FBRDADDR,
> CMD_TRANSLATOR_FI LTER( SI OCG FNETMASK,
> CMD_TRANSLATOR_FI LTER( SI OCSI FNETMASK,
> CMD_TRANSLATOR_FI LTER( SI OCG FMETRI C,
> CMD_TRANSLATOR_FI LTER( SI OCSI FMVETRI C,
> CMD_TRANSLATOR_FI LTER( SI OCG FMTU,

> CMD_TRANSLATOR_FI LTER( SI OCSI FMTU,

> CMD_TRANSLATOR _CUSTOM LX_SI OCG FCONF,
> CMD_TRANSLATOR_CUSTOM LX_SI OCG FHWADDR,
CMD_TRANSLATOR_CUSTOM LX_SI OCS| FHWADDR,

CMVD_TRANSLATOR_END

ct_tcsets)
ct_tcsets)
ct_tcsets)
ct_tcseta)
ct_tcseta)
ct_tcseta)

e e e —

ct_tcsbrkp)

ct_si

ct_si
ct_si
ct_si
ct_si
ct_si
ct_si
ct_si
ct_si
ct_si
ct_si
ct_si
ct_si
ct_si
ct_si

ct_si
ct_si
ct_si

oi f oob)

oi freq)
oi freq)
oi freq)
oi freq)
oi freq)
oi freq)
oi freq)
oi freq)
oi freq)
oi freq)
oi freq)
oi freq)
oi freq)
oi freq)

ocgi f conf)
oci f hwaddr)
oci f hwaddr)
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2505 /*

2506 * Translators for
2507 */

2508 static |oc cnd_translator_t ioc_cnd_translators_ptni] =
2509 | OC_CND_TRANSLATORS_ALL

devi ces.

{

2510 | OC_CVD_TRANSLATORS_STREAMS

2512 | OC_CVD_TRANSLATOR_NONE( Tl OCPKT)

2514 | OC_CVD_TRANSLATOR CUSTOM LX_TI OCGPGRP, ict_tiocgpgrp)
2515 | OC_CMD_TRANSLATOR_CUSTOM LX_TI OCSPTLCK, i ct _sptlock)
2516 | OC_CVD_TRANSLATOR_CUSTOM LX_TI OCGPTN, i ct_gptn)

2517 | OC_CVD_TRANSLATOR_CUSTOM LX_TI OCGW NSZ, ict_tiocgw nsz)
2518 | OC_CVD_TRANSLATOR _CUSTOM LX_TCGETS, ict_tcgets_enul ate)
2520 | OC_CVD_TRANSLATOR_END

2521 };

2522 static ioc_dev_translator_t ioc_translator_ptm = {

2523 LX_PTM DRV, /* idt_driver */

2524 0, /* idt_major */

2525 ioc_cmd_transl ators_ptm

2526 };

2528 static ioc_cnd_translator_t ioc_cnd_translators_pts[] = {

2529 | OC_CNVD_TRANSLATORS_ALL

2530 | OC_CVD_TRANSLATORS_STREAMS

2532 | OC_CVD_TRANSLATOR NONE( TI OCGETD)

2533 | OC_CVD_TRANSLATOR_NONE( Tl OCGSI D)

2534 | OC_CVD_TRANSLATOR_NONE( TI OCNOTTY)

2536 | OC_CMD_TRANSLATOR CUSTOM LX_TI OCGPGRP, ict_tiocgpgrp)
2537 | OC_CVD_TRANSLATOR_CUSTOM LX_TCGETS, ict_tcgets_native)
2538 | OC_CMD_TRANSLATOR_CUSTOM LX_TCGETA, ict_tcgeta)
2539 | OC_CVD_TRANSLATOR_CUSTOM LX_TI OCGA NSZ, ict_tiocgw nsz)
2540 | OC_CVD_TRANSLATOR_CUSTOM LX_TI OCSCTTY, ict_tiocsctty)
2542 | OC_CVD_TRANSLATOR_END

2543 };

2544 static i oc_dev_t ranslator_t ioc_translator_pts = {

2545 "pts” /* idt_driver */

2546 /* idt_major */

2547 i oc _cnmd_transl ators_pts

2548 };

2550 static ioc_dev_translator_t ioc_translator_sy = {

2551 "sy", /* idt_driver */

2552 0, /* idt_major */

2554 /*

2555 * [/dev/tty (which is inplenented via the "sy" driver) is basically
2556 * a layered driver that passes on requests to the ctty for the
2557 * current process. Since ctty's are currently always inplenmented
2558 * via the pts driver, we should neke sure to support all the
2559 * sane ioctls on the sy driver as we do on the pts driver.
2560 */

2561 ioc_cmd_translators_pts

2562 };

2564 static ioc_cnd_translator_t ioc_cnd_translators_zcons[] = {

2565 | OC_CVD_TRANSLATORS_ALL

2566 | OC_CVD_TRANSLATORS_STREAMS

2568 | OC_CVD_TRANSLATOR NONE( TI OCNOTTY)
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2570 | OC_CMD_TRANSLATOR CUSTOM LX_TCGETS, ict_tcgets_native)
2571 | OC_CVD_TRANSLATOR_CUSTOM LX_TCGETA, ict_tcgeta)
2572 | OC_CVD_TRANSLATOR_CUSTOM LX_TI OCGA NSZ, ict_tiocgw nsz)
2573 | OC_CVD_TRANSLATOR_CUSTOM LX_TI OCSCTTY, ict_tiocsctty)
2575 | OC_CMD_TRANSLATOR CUSTOM LX_TI OCLI NUX, ict_einval)
2577 | OC_CVD_TRANSLATOR_END

2578 };

2579 static ioc_dev_translator_t ioc_translator_zcons = {

2580 "zcons", /* idt_driver */

2581 0, /* idt_major */

2582 ioc_cmd_transl ators_zcons

2583 };

2585 static ioc_cnd_translator_t ioc_cnmd_translators_|x_audio[] = {

2586 | OC_CVD_TRANSLATORS_ALL

2588 /* [dev/dsp ioctls */

2589 | OC_CVMD_TRANSLATOR CUSTOM LX_0OSS_SNDCTL_DSP_RESET,

2590 ict_oss_sndctl _dsp_reset)

2591 | OC_CVD_TRANSLATOR_CUSTOM LX_OSS_SNDCTL_DSP_GETFMTS,
2592 ict_oss_sndctl _dsp_getfnts)

2593 | OC_CVD_TRANSLATOR_CUSTOM LX_OSS_SNDCTL_DSP_SETFMTS,
2594 ict_oss_sndctl_dsp_setfnts)

2595 | OC_CVD_TRANSLATOR_CUSTOM LX_OSS_SNDCTL_DSP_CHANNELS,
2596 “ict_oss_sndct| _dsp_channel s)

2597 | OC_CMD_TRANSLATOR_CUSTOM LX_0OSS_SNDCTL_DSP_STEREQ,

2598 i ct_oss_sndct| _dsp_channel s)

2599 | OC_CVD_TRANSLATOR_CUSTOM LX_OSS_SNDCTL_DSP_SPEED,

2600 “ict_oss_sndct| _dsp_speed)

2601 | OC_CVD_TRANSLATOR CUSTOM LX_OSS_SNDCTL_DSP_GETBLKSI ZE,
2602 i ct_oss_sndct| _dsp_get bl ksi ze)

2603 | OC_CMD_TRANSLATOR_CUSTOM LX_0OSS_SNDCTL_DSP_SYNC,

2604 “ict_oss_sndctl _dsp_sync)

2605 | OC_CVD_TRANSLATOR CUSTOM LX_OSS_SNDCTL_DSP_SETFRAGMVENT,
2606 i ct_oss_sndct| _dsp_set fragnent)

2607 | OC_CMD_TRANSLATOR_CUSTOM LX_0OSS_SNDCTL_DSP_GETOSPACE,
2608 i ct _oss_sndct| _dsp_get space)

2609 | OC_CVD_TRANSLATOR CUSTOM LX_OSS_SNDCTL_DSP_GETCAPS,
2610 ict_oss_sndctl _dsp_get caps)

2611 | OC_CVD_TRANSLATOR_CUSTOM LX_0OSS_SNDCTL_DSP_SETTRI GGER,
2612 i ct_oss_sndct| _dsp_settrigger)

2613 | OC_CVD_TRANSLATOR CUSTOM LX_OSS_SNDCTL_DSP_CETOPTR,
2614 ict_oss_sndctl_dsp_getoptr)

2615 | OC_CVD_TRANSLATOR_CUSTOM LX_OSS_SNDCTL_DSP_GETI SPACE,
2616 i ct_oss_sndct| _dsp_get space)

2618 /* [dev/nmxer level ioctls */

2619 | OC_CVMD_TRANSLATOR_CUSTOM LX_OSS_SOUND_M XER_READ_VOLUVE,
2620 i ct_oss_mi xer_read_vol une)

2621 | OC_CVD_TRANSLATCR_CUSTOM LX_0OSS_SOUND M XER_READ_PCM
2622 i ct_oss_ni xer_read_vol une)

2623 | OC_CVD_TRANSLATOR_CUSTOM LX_0SS_SOUND_M XER_READ M C,
2624 ict_oss_m xer_read_nmic)

2625 | OC_CMVD_TRANSLATCR _CUSTOM LX_0OSS_SOUND M XER_READ | GAI N,
2626 ict_oss_m xer_read_m c)

2627 | OC_CMD_TRANSLATCR _CUSTOMLX_OSS_SOUND_M XER_WRI TE_VOLUME,
2628 i ct_oss_mixer_wite_vol une)

2629 | OC_CMD_TRANSLATOR_CUSTOM LX_0OSS_SOUND_M XER VRl TE_PCM
2630 ict_oss_mxer_wite_vol ume

2631 | OC_CMD_TRANSLATOR CUSTOV( LX_OSS_SOUND_M XER VRl TE_M C,
2632 ict_oss_mixer_wite_mc)

2633 | OC_CVD_TRANSLATOR _CUSTOM LX_OSS_SOUND_M XER_WRI TE_I GAI N,
2634 ict_oss_mxer_wite_mc)
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2636 /* [dev/m xer capability ioctls */

2637 | OC_CVD_TRANSLATOR CUSTOM LX_OSS_SOUND_M XER_READ_STERECDEVS,
2638 ict_oss_m xer_read_devs)

2639 | OC_CMD_TRANSLATOR _CUSTOM LX_0SS_SOUND_M XER_READ_DEVMASK,
2640 i ct_oss_m xer_read_devs)

2641 | OC_CMD_TRANSLATCR _CUSTOM LX_OSS_SOUND M XER_READ RECMASK,
2642 ict_oss_m xer_read_devs)

2643 | OC_CMD_TRANSLATCR _ CUSTOM LX_0OSS_SOUND_M XER_READ_RECSRC,
2644 i ct_oss_mi xer_read_devs)

2646 | OC_CVD_TRANSLATOR_END

2647 };

2648 static i oc dev transl ator_t ioc_translator_|x_audio = {

2649 "1 x_audi 0" /¥ idt_driver */

2650 0, /* idt_major */

2651 ioc_cmd_translators_| x_audi o

2652 };

2654 [ *

2655 * An array of all the device translators.

2656 */

2657 static ioc_dev_translator_t *ioc_translators_dev[] = {

2658 & oc_transl ator _| x_audi o,

2659 & oc_transl ator_ptm

2660 & oc_transl ator_pts,

2661 & oc_transl ator_sy,

2662 & oc_transl ator _zcons,

2663 NULL

2664 };

2666 /*

2667 * Translators for filesystens.

2668 */

2669 static ioc_cnd_translator_t ioc_cnd_translators_autofs[] = {
2670 | OC_CMD_TRANSLATCR PASS(LX_AUTCFS_| OC_READY)

2671 | OC_CMVD_TRANSLATOR_PASS( LX_AUTOFS_| OC_FAI L)

2672 | OC_CVD_TRANSLATOR_PASS( LX_AUTOFS_| OC_CATATONI O)
2673 | OC_CVD_TRANSLATOR_END

2674 };

2676 static ioc_fs_translator_t ioc_translator_autofs = {

2677 LX_AUTOFS_NAME, /* ift_filesystem*/

2678 ioc_cmd_transl ators_aut of s

2679 };

2681 /*

2682 * An array of all the filesystemtranslators.

2683 */

2684 static ioc_fs_translator_t *ioc_translators_fs[] = {

2685 & oc_transl ator_aut of s,

2686 NULL

2687 };

2689 /*

2690 * loctl error translator definitions.

2691 */

2692 #define | OC_ERRNO TRANSLATOR(i et _cnd_sym iet_errno)

2693 { (int)LX ##iet_cmd_sym "LX " #iet_cnmd_sym iet_errno },

2695 #define | OC_ERRNO TRANSLATOR END
2696 { 0, NULL, O }

2698 static ioc_errno_translator_t ioc_translators_errno[] =
2699 | OC_ERRNO_TRANSLATOR( TCGETS, ENOTTY)
2700 | OC_ERRNO_TRANSLATOR( TCSETS, ENOTTY)
2701 | OC_ERRNO_TRANSLATOR( TCSBRK, ENOTTY)

{
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2702 | OC_ERRNO_TRANSLATOR( TCXONC, ENOTTY)
2703 | OC_ERRNO_TRANSLATOR( TCFLSH, ENOTTY)
2704 | OC_ERRNO_TRANSLATOR( TI OCGPGRP, ENOTTY)
2705 | OC_ERRNO_TRANSLATOR( TI OCSPGRP, ENOTTY)
2706 | OC_ERRNO_TRANSLATOR( TI OCGW NSZ, ENOTTY)
2707 | OC_ERRNO_TRANSLATOR_END

2708 };

2710 int

2711 | x_vhangup(voi d)

2712 {

2713 if (geteuid() !'= 0)

2714 return (-EPERV;

2716 vhangup() ;

2718 return (0);

2719 }

2720 #endif /* 1 codereview */

42
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LR R R R EEEEEREREREREEEEEEEEEEEEEEEEREEEREREREEEEEEEEEESES]
5577 Tue Jan 14 16:17:01 2014 63 if ((ret = read(fd, buf, nbyte)) < 0)
new usr/src/lib/brand/ Il x/1x_brand/ common/iovec. c 64 return (-errno);
Bring back LX zones.
LEEE SRR EE SRR EEEEEEEEEEE R EREEEEEEEEEEEEEEEEEEEREEEEEEEEEESE] 66 ret urn (ret)'
1/* 67 }
2 * CDDL HEADER START
3 * 69 int
4 * The contents of this file are subject to the terms of the 70 | x_pread64(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4, uintptr_t p5)
5 * Common Devel opnent and Distribution License (the "License"). 71 {
6 * You may not use this file except in conpliance with the License. 72 int fd = (int)pl;
7 0* 73 voi d *pbuf = (void *)p2;
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE 74 size_t nbyte = (size_t)p3;
9 * or http://ww. opensol aris.org/os/licensing. 75 uintptr_t off _lo = p4;
10 * See the License for the specific |anguage governi ng perm ssions 76 uintptr_t of f _hi = p5;
11 * and limtations under the License. 77 ssi ze_t ret;
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each 79 if (Ix_is_directory(fd))
14 * file and include the License file at usr/src/OPENSOLARI S. LI CENSE. 80 return (-EISDIR);
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying 82 ret = pread64(fd, buf, nbyte, (off64_t)LX 32T064(off_lo, off_hi));
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 * 84 if (ret <0)
19 * CDDL HEADER END 85 return (-errno);
20 */
87 return (ret);
22 /* 88 }
23 * Copyright 2008 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns. 90 /*
25 =/ 91 * On Linux, the pwite(2) systemcall behaves identically to Solaris except
92 * in the case of the file being opened with O APPEND. |n that case Linux's
27 #pragne ident " VYR % Yo %E% SM " 93 * pwite(2) ignores the offset parameter and instead appends the data to the
94 * file without nodifying the current seek pointer.
29 #include <errno. h> 95 */
30 #include <unistd. h> 96 int
31 #include <sys/uio.h> 97 Ix_pwri te64(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4,
32 #include <fcntl.h> 98 uintptr_t p5)
33 #include <sys/types. h> 99 {
34 #include <sys/stat.h> 100 int fd = (int)pl;
35 #include <alloca. h> 101 void *buf = (void *)p2;
36 #include <string. h> 102 size_t nbyte = (size_t)pS3;
37 #include <sys/I|x_syscall.h> 103 uintptr_t off_lo = p4;
38 #include <sys/Ix_m sc. h> 104 uintptr_t off_hi = p5;
39 #include <sys/lx_types. h> 105 ssize_t ret;
106 int rval;
41 static int 107 struct stat64 statbuf;
42 | x_is_directory(int fd)
43 { 109 if ((rval = fentl(fd, F_GETFL, 0)) < 0)
44 struct stat64 sbuf; 110 return (-errno);
46 if (fstat64(fd, &sbuf) < 0) 112 if (!(rval &O_APPEND)) {
47 sbuf. st _node = 0; 113 ret = pwite64(fd, buf, nbyte
114 (off64t)LX 32T(}54(off lo off _hi));
49 return ((sbuf.st_nmode & S IFMI) == S IFDIR); 115 } else if ((ret = fstat64(fd, &statbuf)) ==
50 } 116 ret = pvvrlteG4(fd buf, nbyte, statbuf.st_size);
117 }
52 int
53 I x_read(uintptr_t pl, uintptr_t p2, uintptr_t p3) 119 if (ret <0)
54 { 120 return (-errno);
55 int = (int)p
56 voi d *buf = (vol d *)p2; 122 return (ret);
57 size_t nbyte = (size_t) 123 }
58 ssi ze_t ret;
125 /*
60 if (Ix_is_directory(fd)) 126 * Inplenmentation of Linux readv() and witev() systemcalls.
61 return (-EISDIR); 127 *
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128 * The Linux systemcalls differ fromthe Solaris systemcalls in a few key
129 * areas:

130 *

131 * - On Solaris, the maxi mum nunber of |/O vectors that can be passed to readv()
132 * or witev() is |O/_MAX (16). Linux has a nuch larger restriction (1024).
133 *

134 * - Passing 0 as a vector count is an error on Solaris, but on Linux results
135 * in areturn value of 0. Even though the man page says the opposite.

136 *

137 * - If the Nth vector results in an error, Solaris will return an error code
138 * for the entire operation. Linux only returns an error if there has been
139 * no data transferred yet. Oherwise, it returns the nunber of bytes

140 * transferred up until that point.

141 *

142 * In order to acconodate these differences, we inplenent these functions as a
143 * series of ordinary read() or wite() calls.

144 */

146 #define LX_ | OV_MAX 1024 /* Also called MAX_ | OVEC */

148 static int

149 | x_i ovec_copy_and_check(const struct iovec *iovp, struct iovec *iov, int count)
150 {

151 int i;

152 ssize_t cnt = 0;

154 if (uucopy(iovp, (void *)iov, count * sizeof (struct iovec)) != 0)
155 return (-errno);

157 for (i =0; i < count; i++) {

158 cnt +=iov[i].iov_len;

159 if (iov[i].iov_len <0 || cnt < 0)

160 return (-EINVAL);

161 }

163 return (0);

164 }

166 int

167 | x_readv(uintptr_t pl, uintptr_t p2, uintptr_t p3)

168 {

169 int fd = (int)pl;

170 const struct iovec *iovp = (const struct iovec *)p2;
171 int count = (int)ps3;

172 struct iovec *iov;

173 ssi ze_t total = 0, ret;

174 int i

176 if (count == 0)

177 return (0);

179 if (count < 0 || count > LX | OV_NAX)

180 return (-EINVAL);

182 if (Ix_is_directory(fd))

183 return (-EISDIR);

185 iov = SAFE_ALLOCA(count * sizeof (struct iovec));

186 if (iov == NULL)

187 return (- ENOVEM ;

188 if ((ret = 1x_iovec_copy_and_check(iovp, iov, count)) != 0)
189 return (ret);

191 for (i = 0; i < count; i++)

192 ret = read(fd, iov[i].iov_base, iov[i].iov_len);
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194 if (ret <0) {

195 if (total > 0)

196 return (total);
197 return (-errno);

198 }

200 total += ret;
201 }

203 return (total);
204 }

206 i
207 |
208 {
209 int

210 const struct iovec
211 int count
212 struct iovec *iov;
213 ssize_t total
214 int i;

nt

X

fd = (int)pl;
(int)p3;

0, ret;

216 if (count == 0)
217 return (0);

219 if (count < 0 || count > LX | OV_MAX)
220 return (-EINVAL);

222 iov = SAFE_ALLOCA(count * sizeof (struct
223 if (iov == NULL)

224 return (- ENOVEM ;

225 if ((ret = 1x_iovec_copy_and_check(iovp,
226 return (ret);

228 for (i =0; i <count; i++) {
229 ret = wite(fd, iov[i].iov_base,

231 if (ret <0) {

232 if (total > 0)

233 return (total);
234 return (-errno);

235 }

237 total += ret;
238 }

240 return (total);
241 }
242 #endif /* | codereview */

_writev(uintptr_t pl, uintptr_t p2, uintptr_t p3)

i
*iovp = (const struct iovec *)p2;

iovec));

iov, count)) !=0)

iov[i].iov_len);
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LR R R R EEEEEREREREREEEEEEEEEEEEEEEEREEEREREREEEEEEEEEESES] 61 #l nclude <SyS/IX debug h>
39942 Tue Jan 14 16:17:01 2014 62 #include <sys/| x_brand. h>
new usr/src/lib/brand/Ix/1x_brand/ common/| x_brand. ¢ 63 #i ncl ude <sys/| x_types. h>
LX zone support should now build and packages of rel evance produced. 64 #include <sys/|x_stat.h>
Bring back LX zones. 65 #include <sys/|x_statfs. h>
EEEEEREEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEERERERERESRESRESESESESE] 66 #I nclude <SyS/|X |0Ct|h>
1/* 67 #include <sys/| x_signal.h>
2 * CDDL HEADER START 68 #include <sys/|x_syscall.h>
3 = 69 #include <sys/|x_thread. h>
4 * The contents of this file are subject to the terms of the 70 #include <sys/|x_thunk_server. h>
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License. 72 | *
7 % 73 * Map solaris errno to the |inux equivalent.
8 * You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE 74 */
9 * or http://ww. opensol aris.org/os/licensing. 75 static int stol_errno[] = {
10 * See the License for the specific |anguage governi ng permn ssions 76 0, 1, 2, 3, 4, 5, 6, 7, 8, 9,
11 * and limtations under the License. 77 10, 11, 12, 138, 14, 15, 16, 17, 18, 19,
12 = 78 20, 21, 22, 23, 24, 25, 26, 27, 28, 29,
13 * When distributing Covered Code, include this CDDL HEADER i n each 79 30, 31, 32, 33, 34, 42, 43, 44, 45, 46,
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE. 80 47, 48, 49, 50, 51, 35, 47, 22, 38, 22, [* 49 */
15 * |f applicable, add the follow ng below this CODL HEADER, wth the 81 52, 53, 54, 55, 56, 57, 58, 59, 22, 22,
16 * fields enclosed by brackets "[]" replaced with your own identifying 82 61, 61, 62, 63, 64, 65, 66, 67, 68, 69,
17 * information: Portions Copyright [yyyy]l [nane of copyright owner] 83 70, 71, 22, 22, 72, 22, 22, 74, 36, 75,
18 = 84 76, 77, 78, 79, 80, 81, 82, 83, 84, 38,
19 * CDDL HEADER END 85 40, 85, 86, 39, 87, 88, 89, 90, 91, 92, /* 99 */
20 */ 86 22, 22, 22, 22, 22, 22, 22, 22, 22, 22
87 22, 22, 22, 22, 22, 22, 22, 22, 22, 22,
22 /* 88 93, 94, 95 96, 97, 98, 99, 100, 101, 102,
23 * Copyright 2009 Sun M crosystens, Inc. Al rights reserved. 89 103, 104, 105, 106, 107, 22, 22, 22, 22, 22,
24 * Use is subject to license terms. 90 22, 22, 22, 108, 109, 110, 111, 112, 113, 114, /* 149 */
25 */ 91 115, 116
92 };
27 #include <sys/types. h>
28 #include <sys/syscall.h> 94 char | x_rel ease[128];
29 #include <sys/utsnane. h>
30 #include <sys/inttypes.h> 96 /*
31 #include <sys/stat.h> 97 * Map a linux locale ending string to the solaris equivalent.
32 #include <sys/nman. h> 98 */
33 #include <sys/fstyp.h> 99 struct |x_local e_ending {
34 #include <sys/fsid. h> 100 const char *|i nux_end; /* 1inux ending string */
35 #include <sys/systm h> 101 const char *sol ari s_end; /* to transformwith this string */
36 #include <sys/auxv.h> 102 int | e_size; /* linux ending string length */
37 #include <sys/frane. h> 103 int se_si ze; /* solaris ending string |length */
38 #include <sys/brand. h> 104 };
40 #include <assert.h> 106 #define |2s_| ocal e(l nane, snane) \
41 #incl ude <stdio. h> 107 {(lI nane), (snane), sizeof ((lnane)) - 1, sizeof ((snane)) - 1}
42 #include <stdarg. h>
43 #include <stdlib. h> 109 /*static struct |x_locale_ending | x_locales[] = {
44 #include <strings. h> 110 | 2s_| ocal e(". utf8", " UTF-8")
45 #incl ude <unistd. h> 111 | 2s_| ocal e(". utf8@uro", ".UTF-8"),
46 #i ncl ude <errno. h> 112 | 2s_l ocal e(" @uro", ".1S08859-15"),
47 #include <syslog. h> 113 I 2s_l ocal e(".is0885915", ".|S08859-15"),
48 #include <signal.h> 114 | 2s_l ocal e(". euckr", " EUC),
49 #include <fcntl. h> 115 | 2s_| ocal e(". euctw', ".EUC"),
50 #incl ude <synch. h> 116 | 2s_l ocal e(". koi 8r", ". KO 8-R"),
51 #include <libelf.h> 117 | 2s_l ocal e(". gh18030", ".GB18030"),
52 #include <libgen. h> 118 | 2s_l ocal e(". gbk", ", GBK"),
53 #include <pthread. h> 119 |2s_locale("@yrillic", ".1S08859-5")
54 #include <utine. h> 120 }; */
55 #include <dirent. h>
56 #i nclude <ucontext.h> 122 #define MAXLOCALENAMELEN 30
57 #include <libintl.h> 123 #if !defined( TEXT_DOVAI N) /* shoul d be defined by cc -D */
58 #include <l ocal e. h> 124 #define TEXT_DOVAI N " SYS_TEST" /* Use this only if it wasn't */
125 #endi f
60 #include <sys/|x_m sc. h>
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127 | *

128 * This flag is part of the registration with the in-kernel brand nodule. It’'s
129 * used in Ix_handler() to determne if we should go back into the kernel
130 * a systemcall in case the kernel needs to perform sone post-syscall work
131 * like tracing for exanple.

132 */

133 int Ix_traceflag;

135 #define NOSYS_NULL 1

136 #define NOSYS_NO EQUI V 2

137 #define NOSYS_KERNEL 3

138 #defi ne NOSYS_UNDOC 4

139 #defi ne NOSYS_OBSOLETE 5

141 /*

142 * SYS PASSTHRU denotes a systemcall we can just call on behalf of the
143 * branded process without having to translate the argunents.

144 *

145 * The restriction on this is that the call in question MJST return -1 to
146 * denote an error.

147 */

148 #define SYS_PASSTHRU 5

150 static char *nosys_nsgs[] = {

151 "Ei ther not yet done, or we haven’t come up with an excuse",
152 "No such Linux systemcall",

153 "No equival ent Solaris functionality",

154 "Reads/ nodi fi es Linux kernel state",

155 "Undocunented and/or rarely used systemcall",

156 "Unsupported, obsolete systemcall"”

157 };

159 struct |x_sysent {

160 char *sy_nane;

161 int (*sy_callc)();

162 char sy_flags;

163 char sy_narg;

164 };

166 static struct |x_sysent sysents[LX NSYSCALLS + 1];

168 static uintptr_t stack_bottom

170 int Ix_install = 0; /* install node enabled if non-zero */
171 bool ean_t | x_is_rpm = B_FALSE;

172 int | x_rpm.del ay =1

173 int |Ix_strict = 0 /* "strict" node enabled if non-zero */
174 int Ix verbose = 0; /* verbose npde enabled if non-zero */
175 int | x_debug_ enabl ed = /* debuggi ng out put enabled if non-zero */
177 pid_t zoneinit_pid; /* zone init PID */

179 thread_key_t |x_tsd_key;

181 int

182 uucopy_unsafe(const void *src, void *dst, size_t n)

183 {

184 bcopy(src, dst, n);

185 return (0);

186 }

188 int

189 uucopystr_unsafe(const void *src, void *dst, size_t n)

190 {

191 (void) strncpy((char *)src, dst, n);

192 return (0);

after
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193 }

195 static void

196 i _I x_msg(int fd, char *nsg, va_list ap)

197 {

198 int i;

199 char buf [ LX_MSG_MAXLEN ;

201 /* LI NTED [ possi bl e expansi on issues] */

202 i = vsnprintf(buf, sizeof (buf) nmsg, ap);

203 buf [ LX_ MSG MAXLEN - 1] = '\0

204 if (i ==-1)

205 return;

207 /* if debugging is enabled, send this nessage to debug output */
208 if (1x_debug_enabled != 0)

209 | x_debug(buf);

211 /*

212 * If we are trying to print to stderr, we also want to send the
213 * message to syslog.

214 */

215 if (fd == 2) {

216 sysl og(LOG ERR, "%", buf);

218 /*

219 * W |et the user choose whether or not to see these
220 * messages on the consol e.

221 *

222 if (Ix_verbose == 0)

223 return;

224 1

226 /* we retry in case of EINTR */

227 do {

228 i =wite(fd, buf, strlen(buf))

229 } while ((i == -1) &&(errno == EINTR));

230 }

232 |/ *PRI NTFLI KE1*/

233 void

234 | x_err(char *msg, ...)

235 {

236 va_list ap;

238 assert(msg != NULL);

240 va_start(ap, msg);

241 i _Tx_msg( STDERR FI LENO, msg, ap);

242 va_end(ap) ;

243 }

245 [ *

246 * This is just a non-zero exit value which also isn't one that would allow
247 * us to easily detect if a branded process exited because of a recursive
248 * fatal error.

249 */

250 #define LX_ERR_FATAL 42

252 [ *

253 * Qur own custom version of abort(), this routine will be used in place
254 * of the one located in libc. The primary difference is that this version
255 * will first reset the signal handler for SIGABRT to SI G DFL, ensuring the
256 * SIGABRT sent causes us to dunp core and is not caught by a user program
257 */

258 void
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259 abort (void)

260 {

261 static int aborting =

263 struct sigaction sa;

264 si gset _t sigmask;

266 /* watch out for recursive calls to this function */

267 if (aborting '=0

268 exi t (LX_ERR FATAL);

270 aborting = 1;

272 /*

273 * Block all signals here to avoid taking any signals while exiting
274 * in an effort to avoid any strange user interaction with our death.
275 */

276 (void) sigfillset(&sigmask);

277 (voi d) sigprocmask(SI G BLOCK, &signmask, NULL);

279 /*

280 * Qur own version of abort(3C) that we know will never call
281 * a user-installed SIGABRT handler first. W WANT to die.
282 *

283 * Do this by resetting the handler to SIGDFL, and rel easi ng any
284 * held S| GABRTs.

285 *

286 * |f no SIGABRTs are pendi ng, send ourselves one.

287 *

288 * The while loop is a bit of overkill, but abort(3C) does it to
289 * assure it never returns so we will as well.

290 *

291 (void) sigenpt yset (&sa sa_nask) ;

292 sa. sa_si gactl on = S| G DFL;

293 sa.sa_flags = O;

295 for (;) {

296 (voi d) sigaction(SIGABRT, &sa, NULL);

297 (voi d) sigrel se(Sl GABRT);

298 (void) thr_kill(thr_self(), SIGABRT);

299 }

301 / * NOTREACHED* /

302 }

304 /*PRI NTFLI KE1*/

305 void

306 | x_msg(char *msg, ...)

307 {

308 va_list ap;

310 assert(msg != NULL);

311 va_start (ap, nsg);

312 i _I'x_msg( STDOUT_ Fi LENO, nsg, ap);

313 va_end(ap) ;

314 }

316 /*PRI NTFLI KE1*/

317 void

318 I x_err_fatal (char *nsg, ...)

319 {

320 va_list ap;

322 assert(msg != NULL);

324 va_start (ap, nsg);
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325 i _| x_msg( STDERR_FI LENO, msg, ap);

326 va_end(ap);

327 abort();

328 }

330 /*

331 * See if it is safe to alloca() sz bytes. Return 1 for yes, 0 for no.
332 */

333 int

334 | x_check_al | oca(size_t sz)

335 {

336 uintptr_t sp = (uintptr_t)&sz;

337 uintptr_t end = sp - sz;

339 return ((end < sp) && (end >= stack_bottom);

340 }

342 /*PRI NTFLI KE1*/

343 void

344 | x_unsupported(char *nsg, ...)

345 {

346 va_list ap;

348 assert(msg != NULL);

350 /* send the nsg to the error stream */

351 va_start (ap, msg);

352 i _I'x_msg( STDERR | Fi LENO, nsg, ap);

353 va_end(ap) ;

355 /*

356 * If the user doesn't trust the application to responsibly
357 * handl e ENOTSUP, we kill the application.

358 */

359 if (Ix_strict)

360 (void) kill(getpid(), SIGSYS);

361 }

363 extern void | x_runexe(void *argv, int32_t entry);

364 int Ix_init(int argc, char *argv[], char *envp[]);

366 static int

367 | x_emul ate_args(l x_regs_t *rp, struct |x_sysent *s, uintptr_t *args)
368 {

369 /*

370 * |f the systemcall takes 6 args, then |ibc has stashed themin
371 * menory at the address contained in %bx. Except for sone syscalls
372 * which store the 6th argunent in %bp.

373 *

374 if (s->sy_narg == 6 && ! (s->sy_flags & EBP_HAS ARGS)) {
375 if (uucopy((void *)rp->lxr_ebx, args,

376 sizeof (args[0]) * 6) T= O)

377 return (-stol _errno[errno]);

378 } else {

379 args[0] = rp->lxr_ebx;

380 args[1] = rp->l xr_ecx;

381 args[2] = rp->l xr_edx;

382 args[3] = rp->lxr_esi;

383 args[4] = rp->Ixr_edi;

384 args[5] = rp->l xr_ebp;

385 1

387 return (0);

388 }

390 void
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391 I x_enulate(lx_regs_t *rp) 457 case 1:
392 { 458 fm = "calling %(0x%)";
393 struct |x_sysent *s; 459 br eak;
394 uintptr_t args[6]; 460 case 2:
395 uintptr_t gs = rp->lxr_gs & Oxffff; /* %gs is only 16 bits */ 461 fm = "calling %(0x%, Ox%)";
396 int syscall_num ret; 462 break;
463 case 3:
398 syscal | _num = rp- >l xr _eax; 464 fmt = "calling %(0x%, Ox%, Ox%)";
465 br eak;
400 /* 466 case 4:
401 * | x_brand_i nt 80_cal | back() ensures that the syscall_numis sane; 467 fm = "calling %(0x%, O0x%, O0x%, O0x%)";
402 * Use it as is. 468 br eak;
403 */ 469 case 5:
404 assert(syscal | _num >= 0); 470 fm = "calling %(0x%, Ox%, O0x%, O0x%, O0x%)";
405 assert(syscall _num < (sizeof (sysents) / sizeof (sysents[0]))): 471 br eak;
406 s = &sysents[syscal |l _nuni; 472 case 6:
473 fm = "calling %(0x%, Ox%, Ox%, Ox¥%, Ox¥%, Ox¥%)";
408 if ((ret = 1x_emulate_args(rp, s, args)) != 0) 474 br eak;
409 goto out; 475 }
411 /* 477 | x_debug(fnt, s->sy nane, args[O], args[1], args[2], args[3],
412 * If the tracing flag is enabled we call into the brand-specific 478 args[ 4], args[5]);
413 * kernel nodule to handle the tracing activity (DTrace or ptrace). 479 }
414 * It would be tenpting to perform DTrace activity in the brand
415 * modul e’ s syscall trap callback, rather than having to return 481 if (gs !'= LWPGS_SEL) {
416 * to the kernel here, but -- since argunent encoding can vary 482 Ix_tsd_t *Ix_tsd;
417 * according to the specific systemcall -- that would require
418 * replicating the know edge of argument decoding in the kernel 484 /*
419 * modul e as well as here in the brand library. 485 * Wiile a %gs of 0 is technically legal (as long as the
420 */ 486 * application never dereferences nmenory using %gs), Solaris
421 if (Ix_traceflag !'= 0) { 487 * has its own ideas as to how a zero %gs should be handled in
422 /* 488 * _update_sregs(), such that any 32-bit user process with a
423 * Part of the ptrace "interface" is that on syscall entry 489 * ogs of zero running on a systemwi th a 64-bit kernel will
424 * ogax should be reported as - ENOSYS while the orig_eax 490 * have its %gs hidden base register stonped on on return from
425 * field of the user structure needs to contain the actual 491 * a systemcall, leaving an incorrect base address in place
426 * systemcall nunber. If we end up stopping here, the 492 * until the next tine %gs is actually reloaded (forcing a
427 * controlling process will dig the Ix_regs_t structure out of 493 * reload of the base address fromthe appropriate descriptor
428 * our stack. 494 * table.)
429 */ 495 *
430 rp->l xr_orig_eax = syscall _num 496 * Of course the kernel will once again stonp on THAT base
431 rp->l xr_eax = -stol _errno[ ENOSYS]; 497 * address when returning froma systemcall, resulting in an
498 * an application segnentation fault.
433 (voi d) syscal |l (SYS_brand, B_SYSENTRY, syscall_num args); 499 *
500 * To avoid this situation, disallow a save of a zero %gs
435 /* 501 * here in order to try and capture any Linux process that
436 * The external tracer nmay have nodified the argunents to this 502 * attenpts to make a syscall with a zero %gs installed.
437 * systemcall. Refresh the argunent cache to account for this. 503 */
438 * 504 assert(gs != 0);
439 if ((ret =1Ix_emulate_args(rp, s, args)) != 0)
440 goto out; 506 if ((ret = thr_getspecific(lx_tsd_key,
441 } 507 (void **)& x_tsd)) !'= 0)
508 I x_err_fatal (gettext(
443 if (s->sy_callc == NULL) { 509 "os: unable to read thread-specific data: %"),
444 I x_unsupport ed(gettext("uni npl emented syscall #% (%): %s\n"), 510 "l x_emul ate", strerror(ret));
445 syscal | _num s->sy_nanme, nosys_nsgs[(int)s->sy_flags]);
446 ret = -stol _errno[ ENOTSUP] ; 512 assert(lx_tsd = 0);
447 goto out;
448 } 514 I x_tsd->I xtsd_gs = gs;
450 if (1x_debug_enabled != 0) { 516 | x_debug("l x_emul ate(): gsp Ox%, saved gs: Ox%", |x_tsd, gs);
451 const char *fmt = NULL; 517 }
453 switch (s->sy_narg) { 519 if (s->sy_flags == SYS_PASSTHRU)
454 case 0: 520 | x_debug("\tCalling Solaris %()", s->sy_nane);
455 fm = "calling %()";
456 br eak; 522 ret = s->sy callc(args[0], args[1], args[2], args[3], args[4], args[5]);
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589 if (strncnp(loc + len - Ix_locales[i].le_size,

524 if (ret > -65536 && ret < 65536) 590 I x_local es[i].linux_end, |x_locales[i].le_size))

525 | x_debug("\t= %", ret); 591 continue; // don’t match

526 el se

527 | x_debug("\t= Ox%", ret); 593 if (len - Ix_locales[i].le_size + Ix_locales[i].se_size
594 >= mem si ze)

529 if ((s->sy_flags == SYS_PASSTHRU) && (ret == -1)) { 595 return ("C'); // size too snall for the new nane

530 ret = -st oI _errno[errno];

531 } else { 597 (voi d) strlcpy(transl ated_name_nmem + len -

532 * 598 Ix_locales[i].le_size, Ix Tocales[i].solaris_end,

533 * |f the return value is between -4096 and O we assune it’s an 599 I x_local es[i].se_size + 1);

534 * error, so we translate the Solaris error nunber into the

535 * Linux equival ent. 601 return ((const char *)transl ated_nane_nen;

536 */ 602 }

537 if (ret <0 & ret > -4096) {

538 if (-ret >= 604 /1 no match

539 si zeof (stol_errno) / sizeof (stol_errno[0])) { 605 return ("");

540 | x_debug("Invalid return value fromenul ated " 606 } */

541 "syscall % (%): %\n",

542 syscal | _num s->sy_nane, ret); 608 static void

543 assert(0); 609 | x_cl ose_fh(FILE *file)

544 } 610 {
611 int fd, fd_new

546 ret = -stol_errno[-ret];

547 } 613 if (file == NULL)

548 } 614 return;

550 out: 616 if ((fd = fileno(file)) < 0)

558 /* 617 return;

552 * Ogax holds the return code fromthe systemcall.

553 */ 619 fd_new = dup(fd)

554 rp->l xr_eax = ret; 620 if (fd_new == -
621 return;

556 /*

557 * If the trace flag is set, bounce into the kernel to let it do 623 (void) fclose(file);

558 * any necessary tracing (DTrace or ptrace). 624 (void) dup2(fd_new, fd);

559 */ 625 (void) close(fd_new);

560 if (Ix_traceflag !'= 0) { 626 }

561 rp->l xr_orig_eax = syscall_num

562 (voi d) syscall (SYS brand, B _SYSRETURN, syscall_num ret);

563 ) } 629 extern int set_l10n_al ternate_root(char *path);

564
631 /* ARGSUSED*/

566 /* Transformthe Linux locale nane to nake it look like a Solaris |ocale name */ 632 int

567 /* static const char * 633 Ix_init(int argc, char *argv[], char *envp[])

568 | x_transl ate_| ocal e(char *transl ated_name_nmem int nemsize) 634 {

569 { 635 char “ g

570 char *loc; 636 auxv_t *ap;

571 int i; 637 int *p, err;

572 size_t len; 638 I x_elf_data_t edp;
639 | x_brand_registration_t reg;

574 if ((loc get env( LC ALL" )) == NULL) 640 /* char | ocal e_t ransl at ed_name[ MAXLOCALENAMELEN] ; */

575 f ((loc = getenv(" LANG )) == NULL) 641 static I x_tsd_t Ix_tsd;

576 return ("C');

578 if (strlcpy(translated_name_nem |oc, nemsize) >= nemsize) 644 /* Look up the PID that serves as init for this zone */

579 return (""); 645 if ((err = 1Ix_lpid_to_spid(1l, &oneinit_pid)) < 0)
646 I x_err_fatal (gettext(

581 len = strlen(loc); 647 "Unable to find PID for zone init process: %"),
648 strerror(err));

583 /1 replace the end of the locale nane if it’'s a known pattern

584 for (i =0; i < sizeof (Ix_locales) / sizeof (struct |Ix_|ocale_ending); 650 7%

585 i++) { 651 * Ubuntu init will fail if its TERM environnent variable is not set

586 if (len <= 1x_locales[i].le_size) 652 * soif we are running init, and TERMis not set, we set term and

587 continue; 653 * reexec so that the new environnent variable is propagated to the
654 * linux application stack.
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11

< 0)

655 */

656 if ((getpid() == zoneini t_pi d) && (getenv("TERM') == NULL)) {
657 if (setenv("TERM', "vt100" 1) < 0 || execv(argv[O], argv)
658 I x_err fatal(gettext( failed to set TERM));

659 }

660 /*

661 if ((set_l10n_alternate_root("/native") == 0) &&

662 (setlocal e(LC_ALL, Ix_translate_|l ocal e(local e_transl ated_nane,
663 si zeof (local e_transl at ed_nane))) I'= NULL) &&

664 (bi ndt ext domai n( TEXT_DOVAIN, "/ native/usr/lib/locale") != NULL)) {
665 (voi d) textdomai n( TEXT_DOVAIN) ;

666 }

667 */

668 stack_bottom = 2 * sysconf(_SC_PAGESI ZE) ;

670 /*

671 * We need to shutdown all libc stdio. libc stdio normally goes to
672 * file descriptors, but since we're actually part of a |inux
673 * process we don’t own these file descriptors and we can’t nake
674 * any assunptions about their state.

675 */

676 I x_cl ose_fh(stdin);

677 I x_cl ose fh(stdout)

678 I x_cl ose_fh(stderr);

680 I x_debug_init();

682 r = getenv("LX RELEASE");

683 if (r == NULL)

684 if (Ix_get_kern_version() == LX_KERN_2_6)

685 (void) strlcpy(lx_rel ease, LX UNAVE RELEASE 2 6,
686 si zeof (Ix_release));

687 el se

688 (void) strlcpy(lx_release, LX_UNAME_RELEASE_2_4,
689 si zeof (lx_release));

690 } else {

691 (void) strlcpy(lx_release, r, 128);

692 }

694 | x_debug("I x_rel ease: %\n", |x_rel ease);

696 /*

697 * Should we kill an application that attenpts an uni npl ement ed
698 * systemcall?

699 *

700 if (getenv("LX_STRICT") !'= NULL) {

701 Ix_strict = 1;

702 | x_debug(" STRI CT node enabl ed.\n");

703 }

705 /*

706 * Are we in install node?

707 */

708 if (getenv("LX_INSTALL") != NULL) {

709 I x_install = 1;

710 | x_debug( "I NSTALL node enabl ed. \ n");

711 1

713 /*

714 * Should we attenpt to send nessages to the screen?

715 */

716 if (getenv("LX VERBGSE") != NULL) {

717 | x_verbose = 1;

718 | x_debug(" VERBOSE node enabl ed. \ n" );

719 1
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721 | x_debug("executing |inux process: %", argv[O0]);

722 | x_debug("brandi ng nysel f and setting handler to Ox%",

723 (void *)I x_handl er_table);

725 /*

726 * The version of rpmthat ships with Cent OS/ RHEL 3.x has a race
727 * conditioninit. |If it creates a child process to run a

728 * post-install script, and that child process conpletes too

729 * quickly, it will disappear before the parent notices. This
730 * causes the parent to hang forever waiting for the already dead
731 * child to die. 1'msure there’s a Lazarus joke buried in here
732 * sonewhere.

733 *

734 * Anyway, as a workaround, we make every child of an 'rpm process
735 * sleep for 1 second, giving the parent a chance to enter its
736 * wait-for-the-child-to-die |oop. Thay may be the hackiest trick
737 * in all of our Linux emulation code - and that’s saying

738 * sonet hi ng.

739 */

740 if (stremp("rpnt, basenama(argv[o])) == NULL)

741 I x_is_rpm= B_TRUE;

743 reg. | xbr_version = LX_VERSI ON,

744 reg. | xbr_handl er = (vo |d *) &l x_handl er _t abl e;

745 reg. | xbr_tracehandl er = (void *)& x_handl er_trace_t abl e;

746 reg. | xbr_traceflag = & x_tracefl ag;

748 /*

749 * Regi ster the address of the user-space handler with the Ix
750 * brand nodul e.

751 */

752 if (syscall (SYS brand, B_REG STER, &reg))

753 I x_err fatal(gettext( failed to brand the process"));

755 I*

756 * Downl oad data about the |x executable fromthe kernel.

757 */

758 if (syscall (SYS_brand, B_ELFDATA, (void *)&edp))

759 I x_err_fatal (gettext(

760 "failed to get required ELF data fromthe kernel"));
762 if (Ix_ioctl_init() !'= 0)

763 I x _err fatal(gettext( failed to setup the % translator"),
764 "ioctl");

766 if (Ix_stat_init() !'=0)

767 Ix_err_fatal (gettext("failed to setup the % translator"),
768 "stat");

770 if (1Ix_ statfsmlt() 1= 0)

771 I x _err tal(gettext("failedto setup the % translator"),
772 "statfs");

774 /*

775 * Find the aux vector on the stack.

776 *

777 p = (int *)envp;

778 while (*p 1= NULL)

779 pt++;

780 /*

781 * pis now pointing at the O word after the environ pointers. After
782 * that is the aux vectors.

783 */

784 p++;

785 for (ap = (auxv_t *)p; ap->a_type != 0; ap++) {

786 switch (ap->a_type) {

12
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787 case AT_BASE:
788 ap->a_un. a_val = edp. ed_base;
789 br eak;
790 case AT_ENTRY:
791 ap->a_un. a_val = edp.ed_entry;
792 br eak;
793 case AT_PHDR:
794 ap->a_un. a_val = edp.ed_phdr;
795 br eak;
796 case AT_PHENT:
797 ap->a_un. a_val = edp.ed_phent;
798 br eak;
799 case AT_PHNUM
800 ap->a_un. a_val = edp.ed_phnum
801 br eak;
802 defaul t:
803 br eak;
804 }
805 1
807 /* Do any thunk server initalization. */
808 | xt_server_init(argc, argv);
810 /* Setup signal handler information. */
811 if (Ix_siginit())
812 I x _err fatal (gettext(
813 "failed to initialize | x signals for the branded process"));
815 /* Setup thread-specific data area for nanaging |inux threads. */
816 if ((err = thr_keycreate(& x_tsd_key, NULL)) != 0)
817 I x_err_fatal (
818 gettext ("% failed: %"), "thr_keycreate(lx_tsd_key)",
819 strerror(err));
821 | x_debug("thr_keycreate created | x_tsd_key (%)", |x_tsd_key);
823 /* Initialize the thread specific data for this thread. */
824 bzero(& x_tsd, sizeof (Ix_tsd));
825 I x_tsd. | xtsd_gs = LWPGS_SEL;
827 if ((err = thr_setspecific(lx_tsd_key, & x_tsd)) != 0)
828 I x_err_fatal (gettext(
829 "Unable to initialize thread-specific data: 9%"),
830 strerror(err));
832 /*
833 * Save the current context of this thread.
834 * W'l restore this context when this thread attenpts to exit.
835 */
836 if (getcontext (& x_tsd.|xtsd_exit_context) != 0)
837 I x_err_fatal (gettext(
838 "Unable to initialize thread-specific exit context: 9%"),
839 strerror(errno));
841 if (Ix_tsd.lxtsd_exit == 0) {
842 | x_runexe(argv, edp.ed_|ldentry);
843 /* | x_runexe() never returns. *]
844 assert (0);
845 }
847 I*
848 * We are here because the Linux application called the exit() or
849 * exit_group() systemcall. In turn the brand library did a
850 * setcontext() to junp to the thread context state we saved above.
851 */
852 if (Ix_tsd.lxtsd_exit == 1)
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853 thr_exit((void *)Ix_tsd.|xtsd_exit_status);
854 el se

855 exit(lx_tsd.|xtsd_exit_status);

857 assert(0);

859 | * NOTREACHED* /

860 return (0);

861 }

863 /*

864 * \Wal k back through the stack until we find the I x_enulate() frane.
865 */

866 | x_regs_t *

867 | x_syscal |l _regs(void)

868

869 /* LINTED - alignment */

870 struct frame *fr = (struct frame *)_getfp();

872 while (fr->fr_savpc != (uintptr_t)& x_enul ate_done) {
873 fr = (struct frame *)fr->fr_savfp;

874 assert (fr->fr_savpc = NULL);

875 }

877 return ((I'x_regs_t *)((uintptr_t *)fr)[2]);

878 }

880 int

881 Ix_Ipid_to_spair(pid_t Ipid, pid_t *spid, |wid_t *slwp)

882 {

883 pid_t pid;

884 Iwpid_t tid;

886 if (Ipid==0) {

887 pid = getpid();

888 tid = thr_self();

889 } else {

890 if (syscall(SYS_brand, B LPID TO SPAIR, |pid, &pid, &tid)
891 return (-errno);

893 /*

894 * |f the returned pid is -1, that indicates we tried to
895 * | ook up the PID for init, but that process no |onger
896 * exists.

897 &

898 if (pid==-1)

899 return (-ESRCH);

900 }

902 if (uucopy(&pid, spid, sizeof (pid_t)) !=0)

903 return (-errno);

905 if (uucopy(&id, slwp, sizeof (lwpid_t)) !'=0)

906 return (-errno);

908 return (0);

909 }

911 int

912 I x_| pid_to_spid(pid_t Ipid, pid_t *spid)

913 {

914 I wpid_t slwp;

916 return (I x_lpid_to_spair(lpid, spid, &slwp));

917 }

< 0)

14
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919
920
921
922
923
924

926

928
929

931
932

934
935

937
938
939

941
942

944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959

961
962
963
964
965
966
967
968
969
970
971
972
973
974
975
976
977

979
980
981
982
983
984

char *
Ix_fd_to_path(int fd, char *buf, int buf_size)
{
char pat h_pr oc[ MAXPATHLEN] ;
pi d_t pi d;
I nt n;
assert((buf !'= NULL) && (buf_size >= 0));
if (fd <0)
return (NULL);
if ((pid=getpid()) == -1)
return (NULL);
(void) snprintf(path_proc, MAXPATHLEN,
"I nativel proc/ %/ path/ %@", pid, fd);
if ((n = readlink(path_proc, buf, buf_size - 1)) == -1)
return (NULL);
buf[n] ="'\0";
return (buf);
}
/*

* Create a translation routine that junps to a particul ar enul ation
* nmodul e syscall .
*

#def i ne | N_KERNEL_SYSCALL( nanme, num \

i nt \

I x_##name(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4,
uintptr_t p5, uintptr_t p6) \

{ \
int r; \

I x debug( \tsyscal | nodul e "
"for " #nanme "()", nunm);

r = syscal | (SYS_brand, B_| EMJLATE SYSCALL + num pl, p2,
p3, p4, p5, p6); \

return ((r == -1) ? -errno : r); \

%l re vectoring to I x kernel

}

KERNEL_SYSCALL(kill, 37)
KERNEL_SYSCALL(brk, 45)
KERNEL_SYSCALL(ust at, 62)
KERNEL_SYSCALL( get ppi d, 64)

|

|

|

|

I N_KERNEL_SYSCALL(sysi nfo, 116)

| N_KERNEL_SYSCALL(nbdify |dt, 123)

| N_KERNEL_SYSCALL (adj ti mex, 124)

| N_KERNEL_SYSCALL(setresui d16, 164)
| N_KERNEL_SYSCALL(setresgi d16, 170)
|

|

|

|

|

|

|

|

KERNEL_SYSCALL (set resui d, 208)
KERNEL_SYSCALL(setresgid, 210)
KERNEL_SYSCALL(gettid, 224)
KERNEL_SYSCALL(tkill, 238)
KERNEL_SYSCALL( f ut ex, 240)
KERNEL_SYSCALL ( set _| thread_ar ea, 243)
KERNEL_SYSCALL(get _t hread_area, 244)
| KERNEL_SYSCALL(set_tid_address, 258)

static struct |x_sysent sysents[] = {

{"nosys", NULL, NOSYS_NULL, 0}, /*
{"exit", I x_exit, 0, 1}, /*
{"fork", I x_fork, 0, 0}, /&
{"read", | x_read, 0, 3}, s
{"wite wite, SYS_PASSTHRU, 3}, /*

AWNRFO
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985

986

987

988

989

990

991

992

993

994

995

996

997

998

999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025
1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047
1048
1049
1050

"open",
"cl ose",
"wai t pi d",
"creat",
"1ink",
"unl i nk",
"execve",
"chdir",
"tinme",
"nmknod",
"chnod",
"l chownl16",
"break",
"stat",
"| seek",
"getpid",
"mount "
“unount ",
"setui d16",
"getui d16",
"stinme",
"ptrace",
"aI ar m‘,
"fstat"
pause
“utime"
"stty",
grty",
"access",
"nice",
"ftime",
"sync",
kil
"renanme",
"mkdir",
"rodir",
"dup”,
" pi pe",
"times",
"prof",
"brk",
"setgi d16",
"getgi d16",
"signal ",
"get eui d16",
"get egl die",
"acct"”,

"get pgrp”,
"setsid",
"sigaction",
"sget mask",
"sset mask",

"setreuidlé",

| x_open,

cl ose,

I Xx_wali t pid,
creat,

I x_Iink,

I x_unlink,

| Xx_execve,
chdir,

I x_time,

I x_mknod,

I x_chnod,

I x_I chown16,
NULL,

NULL,

I x_I seek,

| x_get pi d,

| x_mount ,

| x_umount ,

| x_set ui d16,
I x_get ui d16,
stine,

I X ptrace

0,
SYS_PASSTHRU,
0,
SYS_PASSTHRU,

’

0,
SYS_PASSTHRU,

o000

NOSYS_OBSOLETE,
NOSYS_OBSOLETE,

0,
0
0
0
0
0,

SYS_PASSTHRU,
0,

(int (*)())alarm SYS PASSTHRU,
NULL

,

pause,
I x_utine,
NULL,
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1051 "setregidl6", |x_setregidl6, O, 2}, /[* 71 */ 1117 "afs_syscal | ", NULL, NOSYS_KERNEL, 0}, /* 137 */
1052 "si gsuspend”, |x_sigsuspend, O, 1}, /* 72 */ 1118 "setfsui d16", |x_setfsuidl6é, O, 1}, /* 138 */
1053 "si gpendi ng", |x_sigpending, O, 1}, /[* 73 *] 1119 "setfsgi d16", |x_setfsgidl6é, O, 1}, /* 139 */
1054 "set host name", | x_sethostnane, O, 2}, [* 74 %] 1120 "l seek", I x_I1seek, 0, 5}, /* 140 */
1055 "setrlimt" Ix_setrlimt, 0, 2}, /* 75 */ 1121 "getdents", getdents, SYS_PASSTHRU, 3}, [* 141 */
1056 "getrlimt", | x_ol dgetrlimt, O, 2}, /* 76 */ 1122 "sel ect", I x_sel ect, o, 5}, /* 142 */
1057 "getrusage", | x_get rusage, 0, 2}, [* 77 *] 1123 "flock", I x_flock, 0, 2}, /* 143 */
1058 "gettimeofday", |x_gettineofday, O, 2}, [* 78 */ 1124 "msync", | x_msync, 0, 3}, [* 144 *|
1059 "settinmeofday", |x_settineofday, O, 2}, /[* 79 */ 1125 "readv", | x_readv, 0, 3}, /* 145 */
1060 "get groups16”, | x_getgroupsl6, O, 2}, /* 80 */ 1126 "writev", I x_witev, 0, 3}, /* 146 */
1061 "set groups16", |x_setgroupsl6, O, 2}, /* 81 */ 1127 "getsid", | x_getsid, 0, 1}, [* 147 */
1062 "sel ect", LL, NOSYS_OBSOLETE, 0}, /* 82 */ 1128 "fdat async", | x_f dat async, 0, 1}, /* 148 */
1063 "synml i nk", synl i nk, SYS_PASSTHRU, 2}, /* 83 */ 1129 "sysctl", | x_sysct!, 0, 1}, [* 149 */
1064 "ol dl stat", NULL, NOSYS_OBSOLETE, 0}, /* 84 */ 1130 “m ock", I x_m ock, 0, 2}, /* 150 */
1065 "readl i nk", readl i nk, SYS_PASSTHRU, 3}, /* 85 */ 1131 "munl ock", | x_nunl ock 0, 2}, /* 151 */
1066 "uselib", NULL, NOSYS_KERNEL, 0}, /* 86 */ 1132 "m ockal I ", | x_m ockal I 0, 1}, /* 152 */
1067 "swapon", NULL, NOSYS_KERNEL, 0}, /* 87 */ 1133 "munl ockal I ", | x_runl ockal I, O, 0}, /* 153 */
1068 "reboot", | x_reboot , o, 4}, /* 88 */ 1134 "sched_set par ant', “1 x_sched set param 0, 2}, /* 154 */
1069 "readdir", | x_readdir, 0, 3}, /* 89 */ 1135 "sched_get par am', | x_sched_get par am 0, 2}, /* 155 */
1070 " mrap", | x_mmap, 0, 6}, /* 90 */ 1136 "sched_set schedul er" | x_sched_set schedul er, 0, 3}, /* 156 */
1071 " munmap", nunmap, SYS_PASSTHRU, 2}, /* 91 */ 1137 "sched_get schedul er", |x_sched_getscheduler, 0, 1}, /* 157 */
1072 “truncate", I x_truncate, 0, 2}, [* 92 */ 1138 "sched_yi el d", (int ( )())yl el d, SYS | PASSTHRU 0}, /* 158 */
1073 "ftruncate", I x_ftruncate, 0, 2}, /* 93 */ 1139 "sched_get _priority_max", |x sched _get _priority_max, 0, 1}, /* 159 */
1074 "fchnmod", f chnod, SYS_PASSTHRU, 2}, [* 94 *] 1140 "sched_get _priority_m n", | x_sched_get _priority _mn, 0, 1}, /* 160 */
1075 "fchownl6", | x_fchown16, 0, 3}, /* 95 */ 1141 "sched_rr_get_interval", |x_sched_rr_get_interval, 0, 2}, [/* 161 */
1076 "getpriority", Ix_getpriority, O, 2}, /* 96 */ 1142 "nanosl eep”, nanosl eep, SYS_PASSTHRU, 2}, /* 162 */
1077 "setpriority", |Ix_setpriority, O, 3}, /* 97 */ 1143 "nremap”, NULL, NOSYS_NO _EQUI V, 0}, /* 163 */
1078 "profil", NOSYS_NO_EQUI Vv, 0}, /[* 98 */ 1144 "setresui dl6", |x_setresuidl6, O, 3}, [* 164 */
1079 "statfs", I'x_st atfs, 0, 2}, /[* 99 */ 1145 "getresui d16", |x_getresuidi6, O, 3}, /* 165 */
1080 "fstatfs", | x_fst atfs 0, 2}, /* 100 */ 1146 "vnB6", NULL NOSYS_NO _EQUI'V, 0}, /* 166 */
1081 "iopernt', NULL, NOSYS_NO_EQUI V, 0}, /* 101 */ 1147 "query_nodul e", |x query nmodul e, NOSYS_KERNEL, 5}, /[* 167 */
1082 "socketcal I", Ix socket call, O, 2}, /* 102 */ 1148 "poll", I x_pol I, 3}, /* 168 */
1083 "sysl og", NULL NOSYS_KERNEL, 0}, /* 103 */ 1149 "nfsservctl”, NULL, NCBYS_KERNEL, 0}, /* 169 */
1084 "setitimer"” I x set itimer, 0, 3}, /* 104 */ 1150 "setresgi dl6", |x_setresgi d16, O, 3}, /* 170 */
1085 "getitimer", getitimer, SYS_PASSTHRU, 2}, /* 105 */ 1151 "getresgi d16", |x_getresgi d16, O, 3}, /* 171 */
1086 "stat", I x_stat, 0, 2}, /* 106 */ 1152 "pretl ™, NULL, NOSYS_UNDCC, 0}, [* 172 */
1087 "lstat", | x_| stat, 0, 2}, /* 107 */ 1153 "rt_sigreturn", |Ix_rt_sigreturn, O, 0}, /* 173 */
1088 "fstat", | x_fstat, 0, 2}, /* 108 */ 1154 "rt_sigaction", Ix_rt_sigaction, O, 4}, [* 174 */
1089 "unane", NULL, NOSYS_OBSOLETE, 0}, /* 109 */ 1155 "rt_sigprocmask”, |x_rt_sigprocnask, O, 4}, j# 47s =
1090 "ol di opl ", NULL, NOSYS_NO _EQUI V, 0}, /* 110 */ 1156 "rt_sigpending", |x_rt_sigpending, O, 2}, /[* 176 */
1091 "vhangup", | x_vhangup, 0, 0}, [* 111 */ 1157 "rt_sigtinedwait", Ix_rt_sigtinedwait, O, 4}, [* 177 */
1092 "idle", LL, NOSYS_NO _EQUI'V, 0}, /[* 112 */ 1158 "si gqueuei nfo", NULL, NOSYS_UNDCC, 0}, /[* 178 */
1093 "vnB6ol d", NULL, NOSYS Q3SO_ETE, 0}, /* 113 */ 1159 "rt_sigsuspend", |x_rt_sigsuspend, O, 2}, /* 179 */
1094 "wai t 4", I x_wait4, 4}, /[* 114 */ 1160 "pread64", | x_pread64, 0, 5}, /* 180 */
1095 svtapof f" NULL, NCBYS_KERNEL, 0}, /* 115 */ 1161 "pwite64", I x_pwrite64, 0, 5}, /* 181 */
1096 syS| nfo I x_sysinfo, 0, 1}, /* 116 */ 1162 "chown16", | x_chownl6, 0, 3}, /* 182 */
1097 "ipc" I x_i pc, 0, 5}, [* 117 */ 1163 "getcwd", | x_getcwd, 0, 2}, /* 183 */
1098 “fsync", I x_f sync, 0, 1}, /* 118 */ 1164 "capget ", NULL, NOSYS_NO EQUI V, 0}, /* 184 */
1099 "sigreturn", | x_sigreturn, 0, 1}, [* 119 */ 1165 "capset", NULL, NOSYS_NO_EQUI'V, 0}, /* 185 */
1100 "cl one", I x_cl one, 0, 5}, /* 120 */ 1166 "sigal tstack", |x_sigaltstack, O, 2}, /* 186 */
1101 "set domai nnanme", | x_setdomai nnare, O, 2}, /* 121 */ 1167 "sendfile", I x_sendfile, 0, 4}, /* 187 */
1102 "unane", | Xx_unane, 0, 1}, /* 122 */ 1168 "get pmsg”, NULL, NOSYS_OBSOLETE, 0}, /* 188 */
1103 "modi fy_ldt", | x_nmodi fy ldt, O, 3}, [* 123 */ 1169 " put pmsg”, NULL, NOSYS_OBSOLETE, 0}, [* 189 */
1104 "adj timex", I x adj tinmex, 0, 1}, [* 124 */ 1170 "vfork", I x_vfork, 0, 0}, /* 190 */
1105 "nprotect”, | x_nprot ect, 0, 3}, /* 125 */ 1171 "getrlimt" Ix_getrlimt, 0, 2}, /* 191 */
1106 "si gprocmask", |x_si gprocrmsk o0, 3}, /[* 126 */ 1172 " mrap2", | x_nmmap2, EBP_HAS ARGS, 6}, /[* 192 */
1107 "create_nodul e", NULL, NOSYS_KERNEL, 0}, [* 127 */ 1173 "truncate64", |x_truncate64, O, 3}, /* 193 */
1108 "init_nodul e", NULL, NOSYS_KERNEL, 0}, /* 128 */ 1174 "ftruncate64", |x_ftruncate64, O, 3}, /* 194 */
1109 "del et e_nodul e", NULL, NOSYS_KERNEL, 0}, /* 129 */ 1175 "stat 64", | x_st at 64, 0, 2}, /* 195 */
1110 "get _kernel _syns", NULL, NOSYS_KERNEL, 0}, /* 130 */ 1176 "| st at 64", | x_| st at 64, o, 2}, /* 196 */
1111 "quotactl", NULL, NOSYS_KERNEL, 0}, /* 131 */ 1177 "fstat 64", | x_fstat 64, 0, 2}, /* 197 */
1112 "get pgi d", | x_get pgi d, 0, 1}, /* 132 */ 1178 "1 chown", | chown, SYS_PASSTHRU, 3}, /* 198 */
1113 "fchdir", fchdir, SYS_PASSTHRU, 1}, /* 133 */ 1179 "getuid", (int (*)())getuid, SYS _PASSTHRU, 0}, /* 199 */
1114 "bdf | ush", NULL, NOSYS_KERNEL, 0}, /* 134 */ 1180 "getgid", (int (*)())getgid, SYS _PASSTHRU, 0}, /* 200 */
1115 "sysfs", I x_sysfs, 0, 3}, /* 135 */ 1181 "geteui d", | x_geteuid, 0, 0}, /* 201 */
1116 "personality", |x_personality, O, 1}, /* 136 */ 1182 "getegid", | x_getegid, o0, 0}, /* 202 */
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1183 "setreuid", setreuid, SYS_PASSTHRU, 0}, /* 203 */ 1249 {"fstatfs64", | x_fstatfs64, 0, 2}, /* 269 */
1184 "setregid", setregid, SYS_PASSTHRU, 0}, /* 204 */ 1250 {"tgkill", Ix_tgkill, , 3}, /* 270 */
1185 "get groups”, get gr oups, SYS_PASSTHRU, 2}, /* 205 */

1186 "set groups”, I x_set groups, 0, 2}, /* 206 */ 1252 /* The fol | owi ng systemcalls only exist in kernel 2.6 and great er */
1187 "fchown", | x_f chown, 0, 3}, [* 207 */ 1253 "utimes utimes, SYS_PASSTHRU, 2}, [* 271 */
1188 "setresuid", | x_setresuid, 0, 3}, /* 208 */ 1254 "fadvi se64_64", NULL, NOSYS_NULL, 0}, /* 272 */
1189 "getresuid", | x_get resuid, 0, 3}, /* 209 */ 1255 "vserver", NULL, NOSYS_NULL, 0}, [* 273 *]
1190 "setresgid", | x_setresgid, 0, 3}, /* 210 */ 1256 " mbi nd", NULL, NOSYS_NULL, 0}, [* 274 *|
1191 "getresgid", | x_getresgid, 0, 3}, /* 211 */ 1257 "get _menpolicy", NULL, NOSYS_NULL, 0}, /* 275 */
1192 "chown", I x_chown, 0, 3}, /* 212 */ 1258 "set _menpol i cy", NULL, NOSYS_NULL, 0}, /* 276 */
1193 "setuid", setui d, SYS_PASSTHRU, 1}, /* 213 */ 1259 "ng_open”, s NOSYS_NULL, 0}, [* 277 */
1194 "setgid", setgid, SYS_PASSTHRU, 1}, [* 214 *] 1260 "mg_unl i nk", NULL, NOSYS_NULL, 0}, /* 278 */
1195 "setfsuid", | x_setfsuid, 0, 1}, /* 215 */ 1261 "mg_ti medsend”, NULL, NOSYS_NULL, 0}, [* 279 */
1196 "setfsgid", | x_setfsgid, 0, 1}, /* 216 */ 1262 "mg_timedreceive", NULL, NOSYS_NULL, 0}, /* 280 */
1197 "pivot_root", NULL, NOSYS_KERNEL, 0}, [* 217 */ 1263 "mg_notify", NULL, NOSYS_NULL, 0}, /* 281 */
1198 "m ncore", m ncor e, SYS_PASSTHRU, 3}, [* 218 */ 1264 "ng_getsetattr", NULL, NOSYS_NULL, 0}, [* 282 */
1199 "madvi se", | x_madvi se, 0, 3}, /[* 219 */ 1265 "kexec_l oad", NULL, NOSYS_NULL, 0}, /* 283 */
1200 "getdents64", |x_getdents64, O, 3}, /* 220 */ 1266 "waitid", I x_waitid, o, 4}, /* 284 */
1201 "fentl 64", I x_fecntl 64, 0, 3}, [* 221 */ 1267 "sys_setal troot”, NULL, NOSYS_NULL, 0}, /* 285 */
1202 "tux", NULL, NOSYS_NO_EQUI' V, 0}, [* 222 *] 1268 "add_key", NULL, NOSYS_NULL, 0}, /* 286 */
1203 "security", NULL, NOSYS_NO _EQUI'V, 0}, [* 223 */ 1269 "request _key", NULL, NOSYS_NULL, 0}, [* 287 */
1204 "gettid", I x_gettid, 0, 0}, [ * 224 *| 1270 "keyctl", NULL, NOSYS_NULL, 0}, /* 288 */
1205 "r eadahead", NULL, NOSYS_NO _EQUI Vv, 0}, [* 225 */ 1271 "ioprio_set", NULL, NOSYS_NULL, 0}, /* 289 */
1206 "setxattr", NULL, NOSYS_NO _EQUI'V, 0}, [* 226 */ 1272 "ioprio_get", NULL, NOSYS_NULL, 0}, [* 290 */
1207 "l setxattr"” NULL, NOSYS_NO _EQUI'V, 0}, [* 227 */ 1273 "inotify_init", NULL, NOSYS_NULL, 0}, [* 291 */
1208 "fsetxattr", NULL, NOSYS_NO_EQUI V, 0}, /* 228 */ 1274 "inotify_add_watch", NULL, NOSYS_NULL, 0}, [* 292 */
1209 "getxattr", NULL, NOSYS_NO _EQUI V, 0}, /* 229 */ 1275 "inotify_rmwatch", NULL, NOSYS_NULL, 0}, /* 293 */
1210 "l'getxattr", NULL, NOSYS_NO_EQUI V, 0}, /* 230 */ 1276 "m grate_pages", NULL, NOSYS_NULL, 0}, [* 294 */
1211 "fgetxattr"” NULL, NOSYS_NO _EQUI'V, 0}, [* 231 */ 1277 "openat ", | x_openat, 0, 4}, [* 295 */
1212 "listxattr" NULL, NOSYS_NO_EQUI V, 0}, /* 232 */ 1278 "mkdirat", | x_mkdirat, 0, 3}, /* 296 */
1213 “llistxattr", NULL, NOSYS_NO_EQUI V, 0}, /* 233 */ 1279 "mknodat ", | x_mknodat , 0, 4}, /* 297 */
1214 "flistxattr", NULL, NOSYS_NO_EQUI V, 0}, [* 234 */ 1280 "fchownat ", I x fchovmat 0, 5}, /* 298 */
1215 "renmpvexattr", NULL, NOSYS_NO_EQUI V, 0}, /* 235 */ 1281 "futinmesat", | x_futi rresat 0, 3}, [* 299 */
1216 "l removexattr", NULL, NOSYS_NO_EQUI V, 0}, /* 236 */ 1282 "fstatat64", | x_f st at at 64, 0, 4}, /* 300 */
1217 "frenovexattr", NULL, NOSYS_NO_EQUI V, 0}, /* 237 */ 1283 "unlinkat", | x_unl i nkat , 0, 3}, /* 301 */
1218 "tkill", Ix_tkill, 0, 2}, /* 238 */ 1284 "renaneat ", I x renarreat, 0, 4}, /* 302 */
1219 "sendfile64", |x_sendfile64, O, 4}, /* 239 */ 1285 "linkat", I x_I'inkat, 0, 5}, /* 303 */
1220 "futex", I x_futex, EBP_HAS ARGS, 6}, /* 240 */ 1286 "syni i nkat" I x_syni i nkat 0, 3}, /* 304 */
1221 "sched_setaffinity", | x_sched_setaffinity, 0, 3}, [/* 241 */ 1287 "readlinkat", |Ix readli nkat 0, 4}, /* 305 */
1222 "sched_getaffinity", | x_sched_getaffinity, 0, 3}, [* 242 */ 1288 "fchnodat ", | x_f chnodat , 0, 4}, /* 306 */
1223 "set_thread_area", |x_set_thread_area, O, 1}, /* 243 */ 1289 "faccessat", I x faccessat 0, 4}, /* 307 */
1224 "get _thread_area", |x_get_thread_area, O, 1}, [* 244 *| 1290 "psel ect 6", NULL, NOSYS_NULL, 0}, /* 308 */
1225 "l o_setup", NULL, NOSYS_NO _EQUI'V, 0}, /* 245 */ 1291 “ppol | *, NULL, NOSYS_NULL, 0}, /* 309 */
1226 "io_destroy", NULL, NOSYS_NO_EQUI Vv, 0}, [* 246 */ 1292 "unshare", NULL, NOSYS_NULL, 0}, /* 310 */
1227 "i o_getevents", NULL, NOSYS_NO_EQUI V, 0}, [* 247 *] 1293 "set _robust_|i t" NULL, NOSYS_NULL, 0}, /* 311 */
1228 "io_submt" NULL, NOSYS_NO_EQUI V, 0}, [* 248 */ 1294 "get _robust_|i NULL, NOSYS_NULL 0}, /* 312 */
1229 "io_cancel ", NULL, NOSYS_NO_EQUI V, 0}, [* 249 */ 1295 "splice", I\ULL, NOSYS_NULL 0}, /* 313 */
1230 "fadvi se64", NULL, NOSYS_UNDCC, 0}, /* 250 */ 1296 "sync_file_range", NULL, NOSYS_NULL 0}, /* 314 */
1231 "nosys", NULL, 0, 0}, [* 251 */ 1297 "tee", , NOSYS_NULL 0}, [* 315 */
1232 "group_exit" I x_group_exit, O, 1}, [* 252 */ 1298 "vnsplice", NULL, NOSYS_NULL 0}, /* 316 */
1233 "1 ookup_dcooki e, NULL, NOSYS_NO _EQUI'V, 0}, /* 253 */ 1299 "nmove_pages”, NULL, NOSYS_NULL 0}, /* 317 */
1234 "epol | _create", NULL, NOSYS_NO _EQUI V, 0}, /* 254 */ 1300 };

1235 "epol | _ctl™", NULL, NOSYS_NO_EQUI V, 0}, /* 255 */ 1301 #endif /* ! codereview */

1236 "epol | _wait", NULL, NOSYS_NO_EQUI V, 0}, /* 256 */

1237 "remap_fil e_pages", NULL, NOSYS_NO_EQUI V, 0}, /* 257 */

1238 "set_tid_address", |x_set_tid_address, O, 1}, /* 258 */

1239 "timer_create", NULL, NOSYS UNDCXZ, 0}, /* 259 */

1240 "tinmer_settime", NULL, NOSYS_UNDCC, 0}, /* 260 */

1241 "timer_gettinme", NULL, NOSYS_UNDCC, 0}, /* 261 */

1242 "timer_getoverrun", NULL, NOSYS_UNDCC, 0}, /* 262 */

1243 "timer_del ete", NULL, NOSYS_UNDCC, 0}, /* 263 */

1244 "cl ock_settinme", |x_clock_settine, 0, 2}, /* 264 */

1245 "cI ock_gettime", |x_clock_gettine, 0, 2}, /* 265 */

1246 "cl ock_getres"”, Ix _clock_getres, 0, 2}, /* 266 */

1247 "cl ock_nanosl eep “1x_cl ock_nanosl eep, 0, 4}, /* 267 */

1248 "statfs64", Ix _statfs64, 0, 2}, /* 268 */
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.

7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng perm ssions

11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each

14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]

18 *

19 * CDDL HEADER END
20 */

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.
*/

- Sanity check that a file descriptor based communi cati on mechani sm
needed talk to the parent process is correctly initialized.

25
27 #pragne ident " %Y % % %EY% SM "
29 /*
30 * The BrandZ Linux thunking server.
31 *
32 * The interfaces defined in this file formthe server side of a bridge
33 * to allow native solaris process to access Linux services. Currently
34 * the Linux services that is made accessible by these interfaces here
35 * are:
36 * - Linux host <-> address nami ng services
37 = - Linux service <-> port naming services
38 * - Linux syslog
39 *
40 * Access to all these services is provided through a doors server.
41 * Currently the only client of these interfaces and the process that
42 * initially starts up the doors server is |x_thunk.so.
43 *
44 * | x_thunk.so is a native solaris library that is |loaded into native
45 * solaris process that need to run inside a Linux zone and have access
46 * to Linux services. Wen |x_thunk.so receives a request that requires
47 * accessing Linux services it creates a "thunk server" process by
48 * forking and executing the followi ng shell script (which runs as
49 * a native /bin/sh Linux process):
50 * I'nativel/usr/lib/brand/|lx/Ix_thunk
51 *
52 * The first and only thing this shell script attenpts to do is re-exec
53 * itself. The brand library will detect when this script attenpts to
54 * re-exec itself and take control of the process. The exec() system
55 * call nade by the Linux shell will never return.
56 *
57 * At this point the process becones a "thunk server" process.
58 * The first thing it does is a bunch of initialization:

*
59 .

*
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Verify that two predetermined file descriptors are FlFGCs.
These FIFCs will be used to establish comrunications with
the client programthat spawned us and which will be sending
us requests.

Use existing debugging libraries (libproc.so, librtld_db.so,
and the BrandZ | x plug-in to librtld_db.so) and /native/proc to
wal k the Linux link maps in our own address space to deternmine
the address of the Linux dlsynm() function.

Use the native Linux dlsym) function to | ook up other synbols
(for both functions and variables) that we will need access
to service thunking requests.

Create a doors server and notify the parent process that we
are ready to service requests.

Enter a service loop and wait for requests.

At this point the I x_thunk process is ready to service door
based requests. Wen door service request is received the
fol Il owi ng happens inside the | x_thunk process:

The doors server function is is invoked on a new solaris thread
that the kernel injects into the | x_thunk process. W sanity
check the incom ng request, place it on a service queue, and
wait for notification that the request has been conpl et ed.

A Linux thread takes this request off the service queue

and dispatches it to a service function that will:
- Decode the request.
- Handl e the request by invoking native Linux interfaces.
- Encode the results for the request.

The Linux thread then notifies the requesting doors server
thread that the request has been conpl eted and goes to sleep
until it receives another request.

the solaris door server thread returns the results of the
operation to the caller.

Not es:

The service request hand off operation fromthe solaris doors thread to
the "Linux thread" is required because only "Linux threads" can call
into Linux code. In this context a "Linux thread" is a thread that

is either the initial thread of a Linux process or a thread that was
created by calling the Linux version of thread_create(). The reason
for this restriction is that any thread that invokes Linux code needs
to have been initialized in the Linux threading libraries and have
things like Linux thread | ocal storage properly setup.

But under solaris all door server threads are created and destroyed
dynami cal ly. This nmeans that when a doors server function is invoked,
it is invoked via a thread that hasn’t been initialized in the Linux
environment and there for can't call directly into Linux code.

Currently when a thunk server process is starting up, it communicated
with it’'s parent via two FIFCs. These FIFCs are setup by the

I x_thunk.so library. After creating the FIFGCs and starting the |x_thunk
server, |x_thunk.so wites the name of the file that the door shoul d

be attached to to the first pipe. The |Ix_thunk server reads in this
value, initialized the server, fattach()s it to the file request by

| x_thunk.so and does a wite to the second FIFOto let |x_thunk.so

know that the server is ready to take requests.
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128
129
130
131
132
133
134
135
136
137

139
140
141
142
143
144
145
146
147
148
149
150
151
152

154
155
156
157
158

160
161
162
163
164
165
166
167
168
169
170
171
172
173

175
176
177
178
179

181
182
183
184

186
187
188
189
190
191
192
193

* ok kR % Ok kb F o

/

#i ncl
#i ncl
#i ncl
#i ncl
#i ncl
#i ncl
#i ncl
#i ncl
#i ncl
#i ncl
#i ncl
#i ncl
#i ncl
#i ncl

/*

* Generic interfaces used for |ooking up and calling Linux functions.
*/

typedef struct
typedef struct

This negotiation could be sinplified to use only use one FIFO

I x_thunk.so would attenpt to read fromthe FIFO and the | x_thunk
server process could send the new door server file descriptor

to this process via an | _SENDFD ioctl (see streamio.7l)

The I x_thunk server process will exit when the client process
that it’s handling requests for exists. (ie, when there are no
nore open file handles to the doors server.)

ude <assert.h>

ude <door. h>

ude <errno. h>

ude <libproc. h>

ude <stdio. h>

ude <stdlib.h>

ude <strings. h>

ude <sys/|x_debug. h>
ude <sys/|x_m sc. h>
ude <sys/|x_thread. h>
ude <sys/| x_t hunk_server. h>
ude <sys/varargs. h>
ude <thread. h>

ude <uni std. h>

| x_handl e_dl sym
~—_Ix_handl e_sym

*| x_handl e_dl sym t;
*| x_handl e_sym t ;

uintptr_t Ix_callO(lx_handle_symt);

uintptr_t |Ix_call1(lx_handle_symt, uintptr_t);

uintptr_t |x_call2(lx_handle_symt, uintptr_t, uintptr_t);

uintptr_t Ix_call3(lx_handle_symt, uintptr_t, uintptr_t, uintptr_t);

uintptr_t |x_call4(lx_handle_symt, uintptr_t, uintptr_t, uintptr_t,
uintptr_t);

uintptr_t |x call5(|x handl e_sym¢t, uintptr_t, uintptr_t, uintptr_t,
uintptr_t, uintptr t)

uintptr_t Ix caII6(Ix handl e_symt, uintptr_t, uintptr_t, uintptr_t,
uintptr_t, uintptr_t, uintptr_t);

uintptr_t Ix _call 7(1 x_handl e symt uintptr_t, uintptr_t, uintptr_t,
uintptr_t, uintptr_t, uintptr_ uintptr_t);

uintptr_t Ix _cal | 8(1 x_handl e symt uintptr_t, uintptr_t, uintptr_t,

uintptr_t, uintptr_t, uintptr_t

/*
* Fl

uintptr_t, uintptr_t);

ag indicating if this process is destined to becone a thunking

* server process.
*/

stati

/*
* L
*/
stati

#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

c int | xt_server_processes = 0;

nux function call defines and handl es.

¢ | x_handl e_dl sym t I xh_init = NULL;
ne LXTH GETHOSTBYNAME R
ne LXTH GETHOSTBYADDR R
ne LXTH GETSERVBYNAME R
ne LXTH GETSERVBYPORT_R
ne LXTH OPENLOG

ne LXTH_SYSLOG

ne LXTH CLOSELOG

ne LXTH_PROGNAMVE

NOURAWNREO
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195
196
197
198
199
200
201
202
203
204
205
206
207
208
209

211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228

230
231

233
234
235
236
237
238
239
240
241
242
243
244
245

247
248
249
250
251
252
253
254
255
256
257
258

static struct |xt_handles {

}

b
/

static void | xt_server_getserv(lxt_server_arg_t *request,
static void | xt_server_openl og(| xt_server_arg_t *request,

static void | xt_server_syslog(lxt_server_arg_t *request,

int I xt h_i ndex;

char *| xt h_nane;

I x_handl e_sym. t I xth_handl e;
| xt _handTl es[] ={

{ LXTH_CGETHOSTBYNAME_R, "get hostbyname_r", NULL },
{ LXTH GETHOSTBYADDR R, "get host byaddr _r", NULL },
{ LXTH_GETSERVBYNAME R, "getservbyname_r", NULL },
{ LXTH_GETSERVBYPORT_R, "getservbyport r", NULL },
{ LXTH_OPENLOG, "openl 0g", NULL },
{ LXTH_SYSLOG, "sysl og", NULL },
{ LXTH_CLOSELOG, "cl osel og", NULL },
{ LXTH_PROGNAME, " __prognane", NULL },
{ -1, NULL, NULL },

Door server operations dispatch functions and table.

*

*

*

* When the doors server get’s a request for a particlar operation
* this dispatch table controls what function wll be invoked to

* service the request. The function is invoked via Linux thread
*/so that it can call into native Linux code if necessary.

*

st

atic void | xt_server_gethost(lxt_server_arg_t *request,
char **door_result, size_t *door_result_size);

size_t r

size_t r
char **door _result, size_t *door_result_size);
size_t r
char **door_result, size_t *door_result_size);
size_t re

char **door_result, size_t *door_result_size);

static void | xt_server_cl osel og(| xt_server_arg_t *request, size_t
char **door_result, size_t *door_result_size);
typedef void (*Ixt_op_func_t)(lxt_server_arg_t *request, size_t re

static struct Ixt

}

/

t

}

}:

char **door _result, size_t *door_result_size);
_operations {

int | xt o_i ndex;

I xt _op_func_t I xto_fp;
| xt _operations[] = {
LXT_SERVER OP_PI NG, NULL },
LXT_SERVER_OP_NAME2HOST, | xt _server_get host },
LXT_SERVER_OP_ADDR2HOST, | xt _server_get host },
LXT_SERVER_OP_NANME2SERYV, | xt _server_getserv },
LXT_SERVER_OP_PORT2SERYV, | xt _server_getserv },
LXT_SERVER_OP_OPENLCG, | xt _server_openl og },
LXT_SERVER_OP_SYSLQOG, | xt _server_syslog },
LXT_SERVER_OP_CLOSELOG, | xt _server_cl osel og },

A A A A A A Ay

*

equest _si ze,
equest _si ze,
equest _si ze,
quest _si ze,

request _si ze,

quest _si ze,

* Structures for passing off requests fromdoors threads (which are

* solaris threads) to a Linux thread that that can handl e them
*/

ypedef struct Ixt_req {

| xt _server_arg_t *| xtr_request;

size_t | xtr_request_size;
char *| xtr_result;
size_t I xtr_result_size;
int I xtr_conpl ete;
cond_t I xtr_conpl ete_cv;

I xt_req_t;
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260 static nmutex_t I xt _req_l ock = DEFAULTMJUTEX;
261 static cond_t | xt _req_cv = DEFAULTCV,

262 static | xt_req_t *| xt_req_ptr = NULL;

264 static nmutex_t I xt _pid_l ock = DEFAULTMJTEX;
265 static pid_t I xt_pid = NULL;

267 | *

268 * Interfaces used to call fromlx_brand.so into Linux code.
269 */

270 typedef struct |ookup_cbh_arg {

271 struct ps_prochandl e *| ca_ph;

272 caddr _t | ca_ptr;

273 } | ookup_cb_arg_t;

275 static int

276 [ * ARGSUSED*/

277 |1 ookup_cb(void *data, const prnap_t *pnp, const char *object)
278 {

279 | ookup_cb_arg_t * cap = (1 ookup_cb_arg_t *)data;
280 prsym nfo_t Si

281 CEl f _Sym sym

283 if (Pxlookup_by_nane(l cap->l ca_ph,

284 LM | D_BASE, object, "dlsyn, &ym &si) != 0)

285 return (0);

287 if (symst_shndx == SHN_UNDEF)

288 return (0);

290 /*

291 * XXX: we shoul d be nore paranoid and verify that the synbol
292 * we just looked up is libdl.so.2 dlsym

293 */

294 | cap->lca_ptr = (caddr_t)(uintptr_t)sym st_val ue;

295 return (1);

296 }

298 | x_handl e_dl sym t
299 | x_call _init(void)
{

300

301 struct ps_prochandl e *ph;

302 | ookup_chb_arg_t | ca;

303 extern int __libc_threaded;

304 int err;

306 I x_debug("Ix_call_init(): looking up Linux dlsynt);

308 /*

309 * The handle is really the address of the Linux "dlsymt function.
310 * Once we have this address we can call into the Linux "
311 * function to | ookup other functions. |It’s the initial

312 * of "dlsynt that’s difficult. To do this we'll |everage the
313 * brand support that we added to librtid_db. W’re going
314 * to fire up a seperate native solaris process that will
315 * attach to us via libproc/librtld_db and | ookup the symnbol
316 * for us.

317 */

319 /* Make sure we're single threaded. */

320 if (__libc_threaded)

321 | x_debug("Ix_call_init() fail: "

322 "process nust be single threaded");

323 return (NULL);

324 }
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326 /* Tell libproc.so where the real procfs is nounted. */

327 Pset _procfs_path("/native/proc");

329 /* Tell librtld_db.so where the real /native is */

330 (void) rd_ctl (RD_CTL_SET_HELPPATH, "/native");

332 /* Grab ourselves but don’t stop ourselves. */

333 if ((ph = Pgrab(getpid(),

334 PGRAB_FORCE | PGRAB RDONLY | PGRAB_NOSTOP, &er r)) == NULL) {
335 | x_debug("Ix_call _init() fail: Pgrab failed: %",
336 Pgrab_error(err));

337 return (NULL);

338 }

340 I ca.lca_ph = ph;

341 if (Pobject_iter(ph, lookup_cbh, &ca) == -1) {

342 I x_debug("Ix_call _init() fail: coul dn't find Linux dlsynt);
343 return (NULL);

344 }

346 I x_debug("Ix_call_init(): Linux dlsym= Ox%", lca.lca_ptr);
347 return ((Ix_handle_dlsymt)lca.lca_ptr);

348 }

350 #define LX RTLD_DEFAULT ((void *)0)

351 #define LX_RTLD_NEXT ((void *) -1l)

353 | x_handl e_sym t
354 | x_cal | _d'syn{l x_handl e_dl symt |xh_dl sym const char *str)

355 {

356 I x_handl e_symt result;

357 I x debug( | x_cal | _dl sym calling Linux dlsymfor: %", str);

358 result = (Ix_handle_symt)lx_call2((lx_handl e symt)lxh dl sym
359 (ulntptr _t)LX_RTLD_DEFAULT, (umtptr t)str)

360 I x_debug("!l x_cal |l _dl sym Linux sym \"%\" = Oxo/p", str, result);
361 return (result);

362 }

364 static uintptr_t
365 /* ARGSUSED*/
366 | x_call(lx_handle_symt Ix_ch, uintptr_t pl, uintptr_t p2,

367 uintptr_t p3, uintptr_t p4, uintptr_t p5, uintptr_t p6, uintptr_t p7,
368 uintptr_t p8)

369 {

370 typedef ui ntptr t (*fp8_t)(uintptr_t, uintptr_t, uintptr_t,
371 uintptr_t, uintptr_t, uintptr_t, uintptr_t, uintptr_t);

372 I x_regs_t *rp;

373 uintptr_t ret;

374 fp8_t Ix_funcp = (fp8_t)Ilx_ch;

375 | ong cur_gs;

377 rp = I x_syscall _regs();

379 | x_debug("Ix_call: calling to Linux code at Ox%", |x_ch);

380 I x_debug("l x_call: loading Linux gs, rp = Ox%, gs = Ox%",

381 rp, rp->lxr_gs);

383 I x_swap_gs(rp->l xr_gs, &cur_gs);

384 ret = Ix_funcp(pl, p2, p3, p4, p5 p6, p7, p8);

385 | x_swap_gs(cur_gs, & p->lxr_gs);

387 | x_debug("lx_call: returned fromLinux code at Ox% (%)"

388 | x_debug("Ix_call: restored solaris gs Ox%", cur_gs);

389 return (ret);

390 }
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392 uintptr_t

393 | x_cal 1 0(l x_handl e_symt |x_ch)

394 {

395 return (Ix_call(lx_ch, 0, 0, O, 0, O, 0, O, 0));
396 }

398 uintptr_t
399 | x_cal I I(I x_handl e_symt Ix_ch, u
400 {

ntptr_t pl)

401 return (Ix_call(lx_ch, p1, 0, 0, O, O, O, O, 0));

402 }

404 uintptr

405 | x_cal | 2(I x_handl e_symt Ix_ch, u
406 {

407 return (Ix_call(lx_ch, p1, p2, 0, 0, 0, 0, 0, 0)
408 }

410 uintptr_t

ntptr_t pl, uintptr_t

p2)
)

411 I x_cal 1 3(I x_handle_symt |Ix_ch, uintptr_t pl, uintptr_t p2, uintptr_t
412 {

413 return (I x_call(lx_ch, p1, p2, p3, 0, 0, 0, 0, 0));

414 }

416 uintptr_t
417 1 x_| caI 14(1 x_handl e_symt Ix_ch, u

ntptr_t pl, uintptr_t

418 uintptr_t p4)

419 {

420 return (Ix_call(lx_ch, p1, p2, p3, p4, 0, 0, O,
421 }

423 uintptr

424 | x_cal | 5(I x_handl e_symt |x_ch, uintptr_t pl, uintptr_t
425 uintptr_t p4, uintptr_t p5)

426 {

427 return (Ix_call(lx_ch, pl1, p2, p3, p4, p5 0, O,
428 }

430 uintptr_t

p2, uintptr_t

0));

p2, uintptr_t

0));

431 | x_cal | 6(1 x_handl e _symt Ix_ch, uintptr_t pl, uintptr_t p2, uintptr_t
432 uintptr_t p4, uintptr_t p5, uintptr_t p6)

433 {

434 return (Ix_call(lx_ch, pl1, p2, p3, p4, p5, p6, 0, 0));

435 }

437 uintptr_t

438 | x_| caI I 7(I x_handl e_symt Ix_ch, uintptr_t pl, uintptr_t p2, uintptr_t
439 uintptr_t p4, uintptr_t p5, uintptr_t p6, uintptr_t p7)

440 {

441 return (Ix_call(lx_ch, pl, p2, p3, p4, p5, p6, p7, 0));

442 }
444 uintptr_t

445 | x call8(|x handl e_symt |x_ch, uintptr_t pl, uintptr_t p2, uintptr_t
446 uintptr_t p4, uintptr_t p5, uintptr_t p6, uintptr_t p7, uintptr_t
447 {

448 return (Ix_call(lx_ch, pl, p2, p3, p4, p5 p6, p7, p8));

449 }

451 | *

452 * Linux Thunking Interfaces - Server Side
453 */

454 static int

455 | xt _get host _arg_check(| xt_gethost_arg_t *x, int x_size)
456 {

457 if (x_size !'= sizeof (*x) + x->Ixt_gh_buf_len -

1)

p3)

p3,

p3,

p3,

p3,

p3,
p8)
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458 return (-1);

460 if ((x->Ixt_gh_token_len < 0) || (x->lxt_gh_buf_len < 0))

461 return (-1);

463 /* Token and buf should use up all the storage. */

464 if ((x->Ixt_gh_token_len + x->lxt_gh_buf_len) != x->Ixt_gh_storage_| en)
465 return (-1);

467 return (0);

468 }

470 static void
471 | xt _server _get host (I xt_server_arg_t *request, size_t request_size,

472 char **door_result, size_t *door_result_size)

473 {

474 | xt _get host _arg_t *dat a;

475 struct hostent *result, *rv;

476 int token_l en, buf_len, type, data_size,
477 char *t oken, *buf;

478 int h_errnop;

480 assert ((request->l xt_sa _op == LXT_SERVER OP_NAME2HOST) ||
481 (request->| xt_sa_op == LXT_SERVER OP_ADDR2HOST) ) ;

483 [ *LI NTED*/

484 data = (| xt_gethost _arg_t *)&request->|xt_sa_data[0];

485 data_si ze = request_size - sizeof (*request) - 1;

487 if (!lxt_gethost_arg_check(data, data_size))

488 | x_debug("| xt _server_gethost: invalid request");
489 *door _result = NULL;

490 *door _result_size = 0;

491 return;

492 }

494 /* Unpack the argunents. */

495 type = data->l xt_gh_type;

496 token = &dat a->| xt _gh_st orage[ 0] ;

497 token_|l en = data->I xt_gh_t oken_I en;

498 result = &data->l xt_gh_result;

499 buf = &data- >l xt _gh_st or age[ dat a- >l xt _gh_t oken_| en] ;

500 buf _l en = data->| xt _gh_buf _| en - data->I xt_gh_t oken_| en;
502 if (request->lxt_sa_op == LXT_SERVER OP_NAME2HOST) {

503 (void) Ix_call 6(I xt _hand| es[ LXTH_GETHOSTBYNAME_R] .
504 (uintptr_t)token, (uintptr_t)result,

505 (uintptr_t)buf, buf_len, (ui ntptr_t)&rv,

506 (uintptr_t)&h_errnop);

507 } else {

508 (void) Ix_call8(lxt_handl es[ LXTH GETHOSTBYADDR R .
509 (uintptr_t)token, token_len, type, (uintptr_t)result,
510 (uintptr_t)buf, buf_len, (ui ntptr_t)&rv,

511 (uintptr_t)&h_errnop);

512 }

514 if (rv == NULL) {

515 /* the | ookup failed */

516 request - >| xtisafsuccess = 0;

517 request - >l xt _sa_ errno = errno;

518 dat a- >l xt _gh_| h errno = h _errnop;

519 *door _result = (char *)request;

520 *door _resul t_5| ze = request_size;

521 return;

522

523 request - >l xt_sa_success = 1;
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524 request->l xt_sa_errno = 0;

525 data->l xt _gh_h_errno = 0;

527 /*

528 * The result structure that we would normally return contains a
529 * bunch of pointers, but those pointers are useless to our caller
530 * since they are in a different address space. So before returning
531 * we' Il convert all the result pointers into offsets. The caller
532 * can then map the of fsets back into pointers.

533 */

534 for (i = 0; result->h_aliases[i] != NULL; i++) {

535 result->h_aliases[i] =

536 LXT_PTR TO OFFSET(resul t->h_aliases[i], buf);

537 }

538 for (i = 0; result->h_addr Iist[i] 1= NULL; i++) {

539 resul t->h_addr_|i st[i

540 LXT_PTR TO_ G:FSET(resuIt >h_addr_list[i], buf);

541 }

542 resul t->h_name = LXT_PTR TO OFFSET(result->h_nane, buf);

543 result->h_aliases = LXT PTR_TO OFFSET(resul t->h ali ases, buf);
544 resul t->h_addr_|ist = LXT_PTR TO OFFSET(result->h_addr I ist, buf);
546 *door_result = (char *)request;

547 *door _resul t_size = request_size;

548 }

550 static int

551 | xt_getserv_arg_check(lxt_getserv_arg_t *x, int x_size)

552

553 if (x_size !'= sizeof (*x) + x->|xt_gs_buf_len - 1)

554 return (-1);

556 if ((x->Ixt_gs_token_len < 0) || (x->Ixt_gs_buf_len < 0))

557 return (-1);

559 /* Token and buf should use up all the storage. */

560 if ((x->Ixt_gs_token_len + x->lxt_gs_buf_len) !'= x->|xt_gs_storage_| en)
561 return (-1);

563 return (0);

564 }

566 static void

567 | xt_server_getserv(lxt_server_arg_t *request, size_t request_size,

568 “char **door _result, size_t *door_result_size)

569 {

570 | xt _getserv_arg_t *dat a;

571 struct servent *result, *rv;

572 int token_l en, buf_len, data_size, i, port;
573 char *token, *buf, *proto = NULL;

575 assert ((request->l xt_sa_op == LXT_SERVER OP_NAME2SERV) ||

576 (request->l xt_sa_op == LXT SERVER_OP_PORT2SERV) ) ;

578 / * LI NTED*/

579 data = (I xt_getserv_arg_t *)&r equest->|xt_sa_data[0];

580 dat a_si ze = request _size - sizeof (*request) - 1;

582 if (!lxt_getserv_arg_check(data, data_size))

583 I x_debug("| xt __server_getserv: invalid request");

584 *door _result = NULL;

585 *door _result_size = 0;

586 return;

587 }

589 /* Unpack the argunents. */
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590
591
592
593
594
595
596

598
599
600
601
602
603
604
605

607
608
609
610
611
612
613
614
615
616

618
619
620
621
622
623
624
625
626
627

629
630
631
632
633
634
635
636
637
638
639
640
641
642

644
645
646

648
649
650
651

}

token = &dat a->| xt _gs_storage[ 0] ;
token_l en = data->I xt_gs_token_I en;
resul t = &data->I xt_gs_result;
buf = &data->| xt _gs_storage[ data->l xt _gs_t oken_| en];
buf _| en = data->l xt_gs_buf_len - data->lxt_gs_token_| en;
if (strlen(data->lxt_gs_proto) > 0)
proto = data->l xt_gs_proto;

/* Do nore sanity checks */
if ((request->lxt_sa_op == LXT_SERVER OP_PORT2SERV) &&
(token_len !'=sizeof (int))) {
| x_debug("| xt _server_getserv: invalid request");
*door _result = NULL;
*door _result_size = 0;
return;

}
if (request->|xt_sa_op == LXT_SERVER OP_NAME2SERV)

(void) Ix_call6(lxt_handl es[ LXTH GETSERVBYNAMVE_R] . | xt h_handl e,

(uintptr_t)token, (uintptr_t)proto, (uintptr_t)result,
(uintptr_t)buf, buf_len, (uintptr_t)&rv);
} else {
bcopy(token, &port, sizeof (int));

(void) Ix_call6(lxt_handl es[ LXTH_ GETSERVBYPORT _R]. I xth_handl e,

port, (uintptr_t)proto, (uintptr_t)result,
(ui ntptr_t)buf, buf _len, (uintptr_t)é&rv);
}

if (rv == NULL) {

/* the | ookup failed */
request - >l xt _sa_success = 0;
request->l xt _sa_errno = errno;
*door _result = (char *)request;
*door _result_size = request_si ze;
return;

request - >l xt _sa_success = 1;
request->l xt _sa_errno = 0;

/*
* The result structure that we would normally return contains a

* bunch of pointers, but those pointers are useless to our caller

* since they are in a different address space. So before returning
* we'll convert all the result pointers into offsets. The caller
*/can then map the of fsets back into pointers.

*

for

(i =0; result->s_aliases[i] != NULL; i++) {
resul t->s_ali ases[i] =
LXT_PTR_TO OFFSET(result->s_aliases[i], buf);

}

result->s_proto = LXT PTR_TO OFFSET(result->s_proto, buf);
result->s_aliases = LXT_PTR TO OFFSET(resul t->s_al i ases, buf);
result->s_name = LXT_PTR TO OFFSET(resul t->s_name, buf);

*door _result = (char *)request;
*door _resul t _size = request_si ze;

static void
/ * ARGSUSED* /
| xt _server_openl og(l xt_server_arg_t *request, size_t request_size,

652 {

653
654
655

char **door_result, size_t *door_result_size)

| xt _openl og_arg_t *dat a;
int dat a_si ze;

static char i dent[128];

10
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657

659
660
661

663
664
665
666
667
668

670
671
672
673
674
675
676
677
678

680
681
682

684
685
686
687
688

690
691
692
693

}

assert(request->l xt_sa_op == LXT_SERVER OP_OPENLQOG);

/ * LI NTED*/
data = (Ixt_openlog_arg_t *)&r equest->lxt_sa_data[0];
data_size = request_size - sizeof (*request);

if (data_size != sizeof (*data)) {
| x_debug("| xt _server_openl og: invalid request");
*door _result = NULL;
*door _result_size = 0;
return;

Li nux expects that the ident pointer passed to openl og()
points to a static string that won't go away. Linux
saves the pointer and references with syslog() is called.
Hence we’' Il make a | ocal copy of the ident string here.

* ok ok ok

*/
(void) nutex_| ock(& xt_pid_| ock);
(void) strlcpy(ident, data->lxt_ol ident, sizeof (ident));
(voi d) mutex_unl ock(&] xt _pi d_I ock);

/* Call Linx openlog(). */
(void) Ix_call3(lxt_handl es[ LXTH OPENLOG . | xt h_handl e,
(uintptr_t)ident, data->lxt_ol |ogopt, data->Ixt_ol _facility);

request - >l xt _sa_success = 1;
request->l xt_sa_errno = 0;
*door_result = (char *)request;
*door _resul t _size = request_si ze;

static void
| * ARGSUSED* /
| xt _server_sysl og(l xt_server_arg_t *request, size_t request_size,

694 {

695
696
697
698

702
703
704

706
707
708
709
710
711
712

714

716
717
718
719
720
721

char **door _result, size_t *door_result_size)

| xt _sysl og_arg_t *dat a;

int dat a_si ze;

char *prognane_ptr_new,
char *prognanme_ptr_ol d;

assert(request->l xt_sa_op == LXT_SERVER OP_SYSLOG);

[ *LI NTED*/
data = (Ixt _syslog_arg_t *)&request->lxt_sa_data[O0];
dat a_si ze = request_size - sizeof (*request);

if (data_size != sizeof (*data))
| x_debug("| xt _server_openl og: invalid request");
*door _result = NULL;
*door _result_size = 0;
return;

prognane_ptr_new = dat a- >l xt _sl _prognang;
(void) nutex_| ock(& xt_pid_| ock);
/*
* Ensure the nessage has the correct pid.
* We do this by telling our getpid() systemcall to return a
* different val ue.
*
/

I xt_pid = data->I xt_sl _pid;

11
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723 I*

724 * Ensure the nessage has the correct program nane.

725 * Nornally instead of a programname an "ident" string is
726 * used, this is the string passed to openlog(). But i

727 * openl og() wasn’'t called before syslog() then Linux

728 * syslog() will attenpt to use the program nane as

729 * the ident string, and the program nane is determ ned

730 * by looking at the __prognanme variable. So we'll just
731 * update the Linux __prognanme variable while we do the

732 * call.

733 */

734 (voi d) uucopy(lxt_handl es[ LXTH PR(IENAI\/E] I xt h_handl e,

735 &prognane_ptr_ol d, sizeof (char *)

736 (voi d) uucopy(&prognarre_ptr_new

737 I xt _handl es[ LXTH_PROGNAME] . | xt h_handl e, sizeof (char *));
739 /* Call Linux syslog(). */

740 (void) Ix_call2(lxt_handl es[ LXTH_SYSLQF . | xt h_handl e,

741 data->I xt _sl _priority, (uintptr_t)data->lxt_sl_nessage);
743 /* Restore pid and program nanme. */

744 (voi d) uucopy(&progname_ptr_old,

745 I xt _handl es[ LXTH_PROGNAME] . | xt h_handl e, sizeof (char *));
746 I xt _pid = NULL;

748 (voi d) mutex_unl ock(& xt_pid_| ock);

750 request - >l xt _sa_success = 1;

751 request->l xt_sa_errno = 0;

752 *door_result = (char *)request;

753 *door _resul t _size = request_si ze;

754 }

756 static void
757 | * ARGSUSED* /

758 | xt _server_cl osel og(| xt _server_arg_t *request, size_t request_size,

759 char **door _result, size_t *door_result_size)

760 {

761 int dat a_si ze;

763 assert(request->l xt_sa_op == LXT_SERVER OP_CLCSELOQG) ;
765 data_si ze = request_size - sizeof (*request);

766 if (data_size !'= 0)

767 | x_debug("| xt_server_cl osel og: invalid request");
768 *door _result = NULL;

769 *door _result_size = 0;

770 return;

771 }

773 /* Call Linux closelog(). */

774 (void) Ix_callO(lxt_handl es[ LXTH CLOSELQG . | xt h_handl e) ;
776 request - >l xt _sa_success = 1;

777 request->l xt_sa_errno = 0;

778 *door _result = (char *)request;

779 *door _resul t _si ze = request_si ze;

780 }

782 static void
783 | * ARGSUSED*/
784 | xt_server(void *cookie, char *argp, size_t request_size,

785 door _desc_t *dp, uint_t n_desc)
786 {
787 /* LI NTED*/

12
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788
789
790

792
793
794
795
796
797
798

800
801
802
803
804
805
806

808
809
810
811
812
813

815
816
817
818
819
820
821

823
824

826
827
828
829
830
831
832

834
835
836
837
838
839

841
842
843
844
845

847
848

850
851
852
853

| xt _server_arg_t *request = (|xt_server_arg_t *)argp;
I xt_req_t I xt_req;
char *door _path = cooki e;

/* Check if there’s no callers left */
if (argp == DOOR_UNREF_DATA) {
(voi d) fdetach(door_path);
(voi d) unlink(door_path);
| x_debug( "I xt_t hunk_server: no clients, exiting");
exit(0);
}

/* Sanity check the incomm ng request. */
if (request_size < sizeof (*request)) {
/* the | ookup failed */
| x_debug("I xt _thunk_server: invalid request size");
(void) door_return(NULL, 0, NULL, 0);
return;

}

if ((request->Ixt_sa op < LXT_SERVER OP_ M N) ||
(request->| xt _sa_op > LXT_SERVER OP _MAX) )
| x_debug(™I xt _t hunk_server: invalid request op");
(voi d) door_return(NULL, 0, NULL, 0);
return;

}

/* Handl e ping requests imredi atly, return here. */

if (request->Ixt_sa op == LXT_SERVER OP_PI NG
I x_debug(" I xt _t hunk _server: handl i ng’ pi ng request");
request - >l xt _sa_success = 1;
(voi d) door_return((char *)request request _si ze, NULL, 0);
return;

}

| x_debug("| xt _t hunk_server: hand off request to Linux thread,
"request = Ox%", request);

/* Pack the request up so we can pass it to a Linux thread. */

I xt_req. | xtr_request = request;

I xt_req. | xtr_request_size = request_size;

Ixt_req.Ixtr_result = NULL;

I xt_req.|xtr_result_size = 0;

I xt_req.|xtr conplete = 0;

(void) cond_init(& xt_req.lxtr_conpl ete_cv, USYNC THREAD, NULL);

/* Pass the request onto a Linux thread. */
(void) mutex_l ock(& xt_req_| ock);
while (Ixt_req_ptr != NULL)
(voi d) cond_wai t (& xt_req_cv, & xt_req_| ock);
Ixt_req_ptr = & xt_req;
(voi d) cond_broadcast (& xt_req_cv);

/* Wait for the request to be conpleted. */
while (Ixt_req.|xtr_conplete == 0)
(void) cond_wait(& xt_req.|xtr_conplete_cv, & xt_req_| ock);
assert (I xt_req_ptr T= &8 xt_req);
(voi d) nutex_unl ock(& xt_req_I| ock);

| x_debug("| xt _thunk_server: hand off request conpl eted,
"request = Ox%", request);

/*

* |f door_return() is successfull it never returns, so if we nade
* it here there was sone kind of error, but there’s nothing we can
* really do about it.

13
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854
855
856
857

859
860

862
863
864
865
866

868
869
870
871
872

874
875
876
877
878

880
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884
885

887
888
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891

893
894

896

898
899
900

902
903
904

906
907
908
909

911
912

914
915
916

918
919

}

*/
(voi d) door_return(
Ixt_req.Ixtr_result, Ixt_req.Ixtr_result_size, NULL, 0);

static void
| xt _server _| oop(voi d)
861 {

}

I xt_req_t *| xt_req;

| xt _server_arg_t *request ;

size_t request _si ze;
char *door _resul t;
size_t door _resul t_si ze;
for (1)

{
/* Wait for a request froma doors server thread. */
(void) mutex_| ock(& xt_req_| ock);
while (Ixt_req_ptr == NULL)

(void) cond_wait (& xt_req_cv, & xt_req_| ock);

/* We got a request, get a local pointer toit. */
I xt_req = I xt_req_ptr;

I xt_req_ptr = NULL;

(voi d) cond_broadcast (& xt_req_cv);

(voi d) mutex_unl ock(& xt_req_I ock);

/* CGet a pointer to the request. */
request = | xt_req->l xtr_request;
request_size = | xt_reqg->l xtr_request_si ze;

| x_debug("| xt _server_l oop: Linux thread request recieved,
"request = %", request);

/* Dispatch the request. */

assert ((request->l xt_sa_op > LXT_SERVER OP_PING ||
(request->l xt_sa_op < LXT_SERVER OP_MAX));

| xt _operations[request->| xt_sa_op].|xto_fp(

request, request_size, &door_result, &door_result_size);

| x_debug("| xt _server_l oop: Linux thread request conpleted,
"request = %", request);

(void) mutex_| ock(& xt_req_| ock);

/* Set the result pointers for the calling door thread. */
I xt_reg->I xtr_result = door_result;

I xt_reg->I xtr_result_size = door_result_size;

/* Let the door thread know we’re done. */

I xt_reg->I xtr_conplete = 1;

(void) cond_signal (& xt_reg->l xtr_conpl ete_cv);

(voi d) mutex_unl ock(& xt_req_I ock);

}
1 * NOTREACHED*/

static void
I xt _server_enter(int fifol _w, int fifo2_rd)
913 {

struct stat stat;

char door _pat h[ MAXPATHLEN ;
int i, dfd, junk = 0O;

/*

* Do some sanity checks. Make sure we’ve got the fifos

14
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920 * we need passed to us on the correct file descriptors.
921 */

922 if ((fstat(fifol_w, &stat) !=0) ||

923 ((stat.st rmde&SIFMT) =S IFIFO ||

924 (fstat(fifo2_rd, &tat) != 0) ||

925 ((stat. st rmde&SIFMT) '= S IFIFO) {

926 I x_err ("l x_thunk server aborting, can’t contact parent");
927 exit(-1);

928 }

930 I*

931 * Get the initial Linux call handle so we can invoke other
932 * Linux calls.

933 */

934 Ixh_init = Ix_call_init();

935 if (Ixh_init == L

936 I x err("I x_thunk server aborting, failed Linux call init");
937 exit(-

938 1

940 /* Now | ookup other Linux synmbols we'll need access to. */
941 for (i = 0; Ixt_handles[i].lxth_name != NULL; i++) {

942 assert(lxt handl es[i].|xth |ndex == |)

943 if ((1xt_handl es[i].Ixt h_handl e = Ix_call _dlsym(Ixh_init,
944 I xt _handl es[1]. | xth_name)) == NULL)

945 I x_err ("I x_thunk server aborting,

946 "failed Linux synbol |ookup: %",

947 I xt _handl es[i].Ixth_nane);

948 exit(-1);

949 }

950 }

952 /* get the path to the door server */

953 if (read(fifo2_rd, door_path, sizeof (door_path)) < 0) {
954 I'x_err("lxt_server_enter: failed to get door path");
955 exit(-1);

956 }

957 (void) close(fifo2_rd);

959 /* Create the door server. */

960 if ((dfd = door_create(l xt_server, door_path,

961 DOOR_UNREF | DOOR_REFUSE _| DESC | DOOR_NO CANCEL)) < 0) {
962 Ix_err("Ixt_server_enter: door_create() failed");
963 exit(-1);

964 }

966 /* Attach the door to a file systempath. */

967 (voi d) fdetach(door_path);

968 if (fattach(dfd, door_path) < 0) {

969 Ix_err("lxt_server_enter: fattach() failed");

970 exit(-1);

971 }

973 /* The door server is ready, signal this via a fifo wite */
974 (void) wite(fifol_w, & unk, 1);

975 (void) close(fifol_w);

977 | x_debug("| xt_server_enter: doors server initialized");

978 I xt _server_l oop();

979 / * NOTREACHED* /

980 }

982 void

983 | xt _server_exec_check(voi d)

984 {

985 if (Ixt_server_processes == 0)
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986 return;

988 /*

989 * We're a thunk server process, so we take over control of

990 * the current Linux process here.

991 */

992 I x_debug("l x_thunk server initalization starting");

993 | xt_server_ent er (LXT_SERVER FI FO WR_FD, LXT_SERVER FI FO RD FD);
994 / * NOTREACHED* /

995 }

997 void

998 | xt_server_init(int argc, char *argv[])

999 {

1000 I*

1001 * The thunk server process is a shell script named LXT_SERVER Bl NARY.
1002 * |t is executed without any par aneters. Since it’s a shell script
1003 * the argunents passed to the shell’s main entry point are:
1004 * 1) the name of the shell

1005 * 2) the nane of the script to execute

1006 *

1007 * So to check if we're the thunk server process we first check
1008 * for the expected nunber of ardunments and then we’ll |ook at
1009 */the second paraneter to see if it’s LXT_SERVER Bl NARY.

1010 *

1011 if ((argc '=2) ||

1012 (strcnmp(argv[ 1], LXT_SERVER BINARY) != 0))

1013 return;

1015 | xt _server_processes = 1;

1016 | x_debug("I x_thunk server detected, delaying initalization");
1017 }

1019 i

1020 | xt_server_pid(int *pid)

1021 {

1022 if (Ixt_server_processes == 0)

1023 return (0);

1024 *pid = | xt_pid;

1025 return (1);

1026 }

1027 #endif /* !

coderevi ew */
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CDDL HEADER START

The contents of this file are subject to the terms of the

Common Devel opnent and Distribution License (the "License").

You may not use this file except in conpliance with the License.
You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2009 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

MAPFI LE HEADER START

WARNI NG STOP NOW DO NOT MODI FY THI S FI LE.
bj ect versioning nust conply with the rules detailed in

usr/src/li b/ README. mapfil es

You shoul d not be nmeking nodifications here until you ve read the nobst current
copy of that file. If you need hel p, contact a gatekeeper for guidance.

MAPFI LE HEADER END

Scope everything local -- our .init section is our only public interface.

| ocal :

#endif /* | codereview */
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CDDL HEADER START

The contents of this file are subject to the terms of the

Common Devel opnent and Distribution License (the "License").

You may not use this file except in conpliance with the License.
You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2009 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

MAPFI LE HEADER START

WARNI NG STOP NOW DO NOT MODI FY THI S FI LE.
bj ect versioning nust conply with the rules detailed in

usr/src/li b/ README. mapfil es

You shoul d not be nmeking nodifications here until you ve read the nobst current
copy of that file. If you need hel p, contact a gatekeeper for guidance.

MAPFI LE HEADER END

Scope everything local -- our .init section is our only public interface.

| ocal :

#endif /* | codereview */
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new usr/src/lib/brand/|x/|x_brand/ cormon/ nem c 64 static int
Bring back LX zones. 65 mmap_conmon(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4,
LEEE SRR EE SRR EEEEEEEEEEE R EREEEEEEEEEEEEEEEEEEEREEEEEEEEEESE] 66 u| nt ptr_t p5 0ff64 t p )
1/* 67 {
2 * CDDL HEADER START 68 voi d *addr = (void *)pl;
3 * 69 size_t Ien=p ;
4 * The contents of this file are subject to the terms of the 70 int prot p3
5 * Common Devel opnent and Distribution License (the "License"). 71 int flags p4;
6 * You may not use this file except in conpliance with the License. 72 int fd = p5
7 % 73 of f64_t off = p6;
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE 74 void *ret;
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions 76 if (1x_debug_enabled != 0)
11 * and limtations under the License. 77 char *path, path_buf[ MAXPATHLEN] ;
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each 79 path = | x_fd_to_path(fd, path_buf, sizeof (path_buf));
14 * file and include the License file at usr/src/OPENSOLARI S. LI CENSE. 80 1 f (path == NULL)
15 * |f applicable, add the followi ng below this CODL HEADER, wth the 81 path = "?";
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner] 83 | x_debug("\tmrmap_common(): fd = % - %", fd, path);
18 * 84 }
19 * CDDL HEADER END
20 */ 86 /*
21 /= 87 * Under Linux, the file descriptor is ignored when mapping zfod
22 * Copyright 2006 Sun M crosystens, Inc. All rights reserved. 88 * anonynous nenory, On Solaris, we want the fd set to -1 for the
23 * Use is subject to license terns. 89 * sane functionality.
24 */ 90 */
91 if (flags & LX_MAP_ANONYMOUS)
26 #pragne ident " %YW % % %E% SM " 92 fd = -1;
28 #incl ude <errno. h> 94 /*
29 #include <unistd. h> 95 * This is totally insane. The NOTES section in the |inux nmap(2) nman
30 #include <sys/man. h> 96 * page clains that on sonme architectures, read protection nay
31 #include <sys/param h> 97 * autonmatically include exec protection. It has been observed on a
32 #include <sys/|x_debug. h> 98 * pative linux systemthat the /proc/<pid> maps file does indeed
33 #include <sys/Ix_m sc. h> 99 * show that segnments mmap’d fromuserland (such as libraries mapped in
100 * by the dynam c linker) all have exec the permi ssion set, even for
35 /* 101 * data segnents.
36 * There are two forns of mmap, mmap() and mmap2(). The only difference is that 102 i
37 * the final argument to mmmap2() specifies the nunber of pages, not bytes. 103 if (prot & PROT_READ)
38 * Linux has a nunber of additional flags, but they are all deprecated. W also 104 prot | = PROT_EXEC;
39 * ignore the MAP_GROWSDOWN fl ag, which has no equival ent on Solaris.
40 = 106 ret = mmap64(addr, len, prot, ltos_mmap_flags(flags), fd, off);
41 * The Linux nmap() returns ENOVEM in sone cases where Solaris returns
42 * EOVERFLOWN so we translate the errno as necessary. 108 if (ret == MAP_FAI LED)
43 */ 109 return (errno == EOVERFLOW ? - ENOMVEM : -errno);
110 el se
45 int pagesi ze; /* needed for mmap2() */ 111 ) return ((int)ret);
112
47 #define LX_MAP_ANONYMOUS 0x00020
48 #define LX_MAP_NORESERVE 0x04000 114 int
115 I x_mmep(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4,
50 static int 116 uintptr_t p5, uintptr_t p6)
51 Itos_mmap_flags(int flags) 117 {
52 { 118 return (mmap_comon(pl, p2, p3, p4, p5, (off64_t)p6));
53 int new flags; 119 }
55 new flags = flags & (MAP_TYPE | MAP_FI XED); 121 int
56 if (flags & LX_NAP ANONYMOUS) 122 I x_mmap2(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4,
57 new_flags | = MAP_ANONYMOUS; 123 uintptr_t p5, uintptr_t p6)
58 if (flags & LX_MAP_NORESERVE) 124 {
59 new flags | = MAP_NORESERVE; 125 if (pagesize == 0)
126 pagesi ze = sysconf (_SC_PACESI ZE) ;
61 return (new_flags);
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128 return (mmap_common(pl, p2, p3, p4, p5, (off64_t)p6 * pagesize)); 194 }
129 } 195 }

197 /*
132 /* 198 * nprotect() is identical except that we ignore the Linux flags PROT_GROASDOMN
133 * The locking famly of systemcalls, as well as nsync(), are identical. On 199 * and PROT_GROASUP, which have no equival ent on Solaris.
134 * Solaris, they are layered on top of the nencntl syscall, so they cannot be 200 */
135 * pass-thru. 201 #define LX_PROT_GROASDOWN 0x01000000
136 */ 202 #define LX_PROT_GROWSUP 0x02000000
137 int
138 | x_m ock(uintptr_t addr, uintptr_t |en) 204 int
139 { 205 | x_nprotect(uintptr_t start, uintptr_t len, uintptr_t prot)
140 uintptr_t addrl = addr & PAGEMASK; 206 {
141 uintptr_t lenl = len + (addr & PACECFFSET); 207 prot & ~(LX_PROT_GROASUP | LX_PROT_GROASDOW) ;
143 return (mock((void *)addrl, (size_t)lenl) ? -errno : 0); 209 return (nprotect((void *)start, len, prot) ? -errno : 0);
144 } 210 }

211 #endif /* ! codereview */
146 int
147 | x_m ockal | (uintptr_t flags)
148 {
149 return (mockall (flags) ? -errno : 0);
150 }
152 int
153 | x_munl ock(ui ntptr_t addr, uintptr_t |en)
154 {
155 uintptr_t addrl = addr & PAGEMASK;
156 uintptr_t lenl = len + (addr & PAGECFFSET);
158 return (munl ock((void *)addrl, (size_t)lenl) ? -errno : 0);
159 }
161 int
162 | x_munl ockal | (voi d)
163 {
164 return (munlockall () ? -errno : 0);
165 }
167 int
168 | x_msync(uintptr_t addr, uintptr_t len, uintptr_t flags)
169 {
170 return (msync((void *)addr, (size_t)len, flags) ? -errno : 0);
171 }
173 /*
174 * Solaris recognizes nore flags than Linux, so we don't want to inadvertently
175 * use what would be an invalid flag on Linux. Linux also allows the length to
176 * be zero, while Solaris does not.
177 */
178 int
179 | x_madvi se(uintptr_t start, uintptr_t len, uintptr_t advice)
180 {
181 if (len == 0)
182 return (0);
184 switch (advice) {
185 case MADV_NORVAL:
186 case MADV_RANDOM
187 case MADV_SEQUENTI AL:
188 case MADV_W LLNEED:
189 case MADV_DONTNEED:
190 return (nadvi se((void *)start, len, advice) ? -errno : 0);
192 defaul t:

193 return (-EINVAL);




new usr/src/lib/brand/| x/|x_brand/ cormon/ m sc. c 1

R R R R

12520 Tue Jan 14 16:17:02 2014
new usr/src/lib/brand/|x/|x_brand/ cormon/ m sc. c
LX zone support should now build and packages of rel evance produced.
Bring back LX zones.
EEEEEREEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEERERERERESRESRESESESESE]

1/*
* CDDL HEADER START

2

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.

7 *

8 * You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng permn ssions

11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each

14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the follow ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]

18 =*

19 * CDDL HEADER END
20 */
21 /*

22 * Copyright 2009 Sun M crosystens, Inc. Al rights reserved.
23 * Use is subject to license terns.
24 */

26 #include <assert.h>

27 #include <alloca. h>

28 #include <errno. h>

29 #include <fcntl. h>

30 #include <strings. h>

31 #include <macros. h>

32 #include <sys/brand. h>

33 #include <sys/reboot. h>

34 #include <sys/stat.h>

35 #include <sys/syscall.h>

36 #include <sys/sysmacros. h>
37 #include <sys/systeninfo.h>
38 #include <sys/types. h>

39 #include <sys/|x_types. h>
40 #incl ude <sys/| x_debug. h>
41 #include <sys/|x_m sc. h>

42 #include <sys/Ix_stat.h>

43 #include <sys/|x_syscall.h>
44 #include <sys/|x_thunk_server. h>
45 #include <sys/Ix_fecntl. h>
46 #i ncl ude <unistd. h>

47 #include <libintl.h>

48 #i ncl ude <zone. h>

50 extern int sethostname(char *, int);

52 /* ARGUSED */

53 int

54 | x_renanme(uintptr_t pl, uintptr_t p2)

55 {

56 int ret;

58 ret = renanme((const char *)pl, (const char *)p2);

60 if (ret <0) {
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61 /*

62 * If renane(2) failed and we’re in install node, return
63 * success if the the reason we failed was either because the
64 * source file didn't actually exist or if it was because we
65 * tried to renane it to be the name of a device currently in
66 * use (resulting in an EBUSY.)

67 *

68 * To help install along further, if the failure was due
69 * to an EBUSY, delete the original file so we don't |eave
70 * extra files |lying around.

71 */

72 if (Ix_install !'=0) {

73 if (errno == ENCENT)

74 return (0);

76 if (errno == EBUSY) {

77 (void) unlink((const char *)pl);

78 return (0);

79 }

80 }

82 return (-errno);

83 }

85 return (0);

86 }

88 int

89 I x_renaneat (uintptr_t extl, uintptr_t pl, uintptr_t ext2, uintptr_t p2)
90 {

91 int ret;

92 int atfdl = (int)extl;

93 int atfd2 = (int)ext2;

95 if (atfdl == LX_AT_FDCWD)

96 atfdl = AT_FDCWD;

98 if (atfd2 == LX_AT_FDCOWD)

99 atfd2 = AT_FDCOWD;

101 ret = renaneat(atfdl, (const char *)pl, atfd2, (const char *)p2);
103 if (ret <0)

104 /* see I x_renane() for why we check I x_install */

105 if (Ix_install 1= 0) {

106 if (errno == ENCENT)

107 return (0);

109 if (errno == EBUSY) {

110 (void) unlinkat(extl, (const char *)pl, 0);
111 return (0);

112 }

113 }

115 return (-errno);

116 }

118 return (0);

119 }

121 /* ARGSUSED*/

122 int

123 | x_reboot (uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4)

124 {

125 int magic = (int)pl;

126 int magic2 = (int)p2;
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127 uint_t flag = (int)p3;

128 int rc;

130 if (magic != LI NUX_REBOOT_MAG C1)

131 return (-EINVAL);

132 if (magic2 != LINUX_ REBOOT MAG C2 && magic2 !'= LI NUX_REBOOT_MAG C2A &&
133 magi c2 ! = LI NUX_REBOOT_MAG C2B && magi c2 ! = LI NUX_REBOOT_MAG C2C &&
134 magi c2 ! = LI NUX_REBOOT_MAG C2D)

135 return (-EINVAL);

137 if (geteuid() != 0)

138 return (-EPERV;

140 switch (flag) {

141 case LI NUX_REBOOT_CNMD_CAD_ON:

142 case LI NUX_REBOOT_CMD_CAD_OFF:

143 /*"ignored */

144 rc = 0;

145 br eak;

146 case LI NUX_REBOOT_CMD POWER_OFF:

147 case LI NUX_REBOOT_CMD HALT:

148 rc = reboot (RB_HALT, NULL);

149 br eak;

150 case LI NUX_ REBG)T CMD_RESTART:

151 case LI NUX_REBOOT_CMD_RESTART2:

152 / * RESTART2 rmay need nore work */

153 I x_msg(gettext("Restarting system\n"));

154 rc = reboot (RB_AUTOBOOT, NULL);

155 br eak;

156 defaul t:

157 return (-EINVAL);

158 1

160 return ((rc == -1) ? -errno : rc);

161 }

163 /*

164 * getcwd() Li nux syscall semantics are slightly different; we need to return
165 * the length of the pathname copied (+ 1 for the termi nating NULL byte.)
166 */

167 int

168 | x_getcwd(uintptr_t pl, uintptr_t p2)

169 {

170 char *buf;

171 size_t buflen = (size_t)p2;

172 size_t copylen, local_len;

173 size_t len = 0;

175 if ((getcwd((char *)pl, (size_t)p2)) == NULL)

176 return (-errno);

178 /*

179 * We need the length of the pathname getcwd() copied but we never want
180 * to dereference a Linux pointer for any reason.

181 *

182 * Thus, to get the string length we will uucopy() up to copylen bytes
183 * at atine into a local buffer and will wal k each chunk | ooking for
184 * the string-termnating NULL byte.

185 *

186 * W can use strlen() to find the length of the string in the

187 * |ocal buffer by delimting the buffer with a NULL byte in the

188 * last elenment that will never be overwitten.

189 */

190 copyl en = m n(bufl en, MAXPATHLEN + 1);

191 buf = SAFE ALLOCA(copyl en + 1);

192 if (buf == NULL)
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193
194

196
197
198

200
201

203
204
205
206
207
208
209

211
212
213
214

216
217

219
220
221
222
223
224
225
226
227
228
229

231
232
233
234
235
236
237
238

240 int
x_unanme(ui ntptr_t pl)

241
242
243
244

246
247

249
250
251
252
253
254
255
256

return (-ENOVEM ;
buf[copylen] = "\0";

for (53) {
if (uucopy((char *)pl + len, buf, copylen) != 0)
return (-errno);

local _len = strlen(buf);
len += |l ocal _l en;

/*

* |f the strlen() is less than copylen, we found the
* real end of the string -- not the NULL byte used to
* delimt the end of our buffer.

*

/
if (local _len != copylen)

br eak;

/* prepare to check the next chunk of the string */
buflen -= copyl en;
copyl en = m n(buf I en, copylen);

}

return (len + 1);

get kern_versi on(voi d)

/*

* Since this function is called quite often, and zone_getattr is slow,
* we cache the kernel version in kvers_cache. -1 signifies that no

* val ue has yet been cached.

*/

static int kvers_cache = -1,

/* dummy variable for use in zone_getattr */
int kvers;

if (kvers_cache != -1)

return (kvers_cache

if (zone_getattr(getzonei d() LX_KERN_VERSI ON_NUM &kvers, sizeof (int))
I= sizeof (int))
return (kvers_cache = LX_KERN 2_4);
el se
return (kvers_cache = kvers);

struct |x_utsname *un = (struct |x_utsname *)pl;
char buf [[X_SYS _UTS LN + 1];

i f (gethostnane(un->nodenane, sizeof (un->nodenane)) == -1)
return (-errno);

(void) strlcpy(un->sysname, LX_UNAME_SYSNAME, LX_SYS UTS LN);
(void) strlcpy(un->release, |x_release, LX SYS UTS LN);
(void) strlcpy(un->version, LX_UNAVE VERSI ON, LX_SYS uts  LN) ;
(voi d) strlcpy(un->machi ne, LX_UNAME_MACHI NE, LX_SYS_UTS LN);
if ((sysi nfo(SI SRPC DOMAIN, buf, LX_SYS UTS LN) < 0))

un- >domai nname[0] = '\0’;
el se

(void) strlcpy(un->domai nnane, buf, LX _SYS UTS_LN);
return (0);
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259 }
261 /*

262 * {get,set}groupsl6() -
263 * 32-bit Solaris gi ds.

Handl e the conversion between 16-bit Li

nux gi ds and

264 */

265 int

266 | x_getgroupsl6(uintptr_t pl, uintptr_t p2)

267 {

268 int count = (int)pl;

269 I x_gidl6_t *grouplist = (lx_gidl6_t *)p2;

270 gid_t *grouplist32;

271 int ret;

272 int i;

274 groupl i st 32 SAFE = ALLOCA(count * sizeof (gid_t));
275 if (groupli st 32 == NULL)

276 return (- ENOVEM ;

277 if ((ret = getgroups(count, grouplist32)) < 0)
278 return (-errno);

280 for (i =0; i <ret; i++)

281 grouplist[i] = LX G D32_TO G D16(grouplist32[i]);
283 return (ret);

284 }

286 int

287 | x_setgroupsl6(uintptr_t pl, uintptr_t p2)

288 {

289 int count = (int)pl;

290 I x_gidl6_t *grouplist = (Ix_gidl6_t *)p2;

291 gid_t *grouplist32;

292 int i;

294 grouplist32 = SAFE_ALLOCA(count * sizeof (gid_t));
295 If (grouplist32 == NULL)

296 return (-ENOVEM ;

297 for (i = 0; i < count; |++)

298 grouplist32[i] = LX G D16_TO d D32(grouplist[i]);
300 return (setgroups(count, grouplist32) ? -errno : 0);
301 }

303 /*

304 * personality() Sol ari s doesn’t support Linux personalities,
305 * enulate enough to show that we support the basic personality.
306 */

307 #define LX_PER_LI NUX 0x0

309 in

310 I x per sonal i ty(uintptr_t pl)

311 {

312 int per = (int)pl;

314 switch (per) {

315 case -1:

316 /* Request current personality */
317 return (LX_PER_LI NUX);
318 case LX_PER LI NUX:

319 return (0);

320 defaul t:

321 return (-EINVAL);

322 }

323 }

but we have to
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325 /*
326 * nknod() - Since we don’t have the SYS CONFIG privilege within a zone,

327 * only node we have to support is S IFIFO W also have to distingui sh bet ween

328 * an invalid type and insufficient privileges.
329 */

330 #define LX_S_| FMI 0170000

331 #define LX_S_|FDIR 0040000

332 #define LX_S | FCHR 0020000

333 #define LX_S | FBLK 0060000

334 #define LX_S | FREG 0100000

335 #define LX_S_|IFIFO 0010000

336 #define LX_S_ | FLNK 0120000

337 #define LX_S_| FSOCK 0140000

339 /* ARGSUSED*/

340 int

341 | x_nmknod(uintptr_t pl, uintptr_t p2, uintptr_t p3)

342 {

343 char *path = (char *)pi;

344 Ix_dev_t Ix_dev = (Ix_dev_t)p3;

345 struct sockaddr _un sockaddr;

346 struct stat statbuf;

347 node_t node, type;

348 dev_t dev;

349 int fd;

351 type = ((nmode_t)p2 & LX_S | FMI);

352 mode = ((node_t)p2 & 07777);

354 svmtch (type) {

355 case O:

356 case LX S | FREG

357 /* create a regular file */

358 if (stat(path, &statbuf) == 0)

359 return (-EEX ST);

361 if (errno != ENCENT)

362 return (-errno);

364 if ((fd = creat(path, node)) < 0)

365 return (-errno);

367 (void) close(fd);

368 return (0);

370 case LX_S | FSOCK:

371 1=

372 * Create a UNI X domai n socket .

373 *

374 * Mbst programmers aren’t even aware you can do this.
375 *

376 * Note you can also do this via Solaris’ mknod(2), but
377 * Linux allows anyone who can create a UNI X domain
378 * socket via bind(2) to create one via nknod(2);
379 * Solaris requires the caller to be privileged.
380 *

381 f ((fd = socket (AF_UNI X, SOCK_STREAM 0)) < 0)
382 return (-errno);

384 if (stat(path, &statbuf) == 0)

385 return (-EEXIST),

387 if (errno != ENCENT)

388 return (-errno);

390 if (uucopy(path, &sockaddr.sun_path,

t he
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391
392

394
395
396

398
399
400
401

403
404

406
407
408

410
411
412
413
414
415
416
417
418
419
420

422
423

425
426

428
429
430

432
433

435 int
x_set hostnane(uintptr_t pl, uintptr_t p2)

436
437
438
439

441
442

444 int
x_setdomai nname(ui ntptr_t pl, uintptr_t p2)

445
446
447
448
449

451
452

454
456

si zeof (sockaddr.sun_path)) < 0)
return (-errno);

/* assure NULL termi nation of sockaddr.sun_path */
sockaddr . sun_pat h[ si zeof (sockaddr.sun_path) - 1] = "\0’;
sockaddr.sun_famly = AF_UN X;

if (bind(fd, (struct sockaddr *)&sockaddr,
strlen(sockaddr.sun_path) +
si zeof (sockaddr.sun_famly)) < 0)
return (-errno);

(void) close(fd);
return (0);

case LX_S | IFI FO
“de

case LX_S_| FCHR
case LX_S | FBLK:
/ *

* The "dev" RPM package wants to create all possible Linux
* device nodes, so just report its nknod()s as having

* succeeded if we're in install node.

*/

if (Ix_install !'=0) {
I x_debug("l x_nknod: install node spoofed creation of
"Linux device [%Id, %I1d]\n",
LX_GETMAJOR(| x_dev), LX_GETM NO?(I x_dev));

return (0);
}
dev = makedevi ce( LX_CGETMAJOR(| x_dev), LX GETM NOR(I x_dev));
br eak;

defaul t:

}

return (-EINVAL);

return (nknod(path, node | type, dev) ? -errno : 0);

char *nane = (char *)pl;

int

len = (size_t)p2;

return (sethostname(nane, len) ? -errno : 0);

char *nane = (char *)pl;

int len = (size_t)p2;
long rval;
if (len <0 || len >= LX_SYS_UTS_LN
return (-EINVAL);
rval = sysinfo(SI_SET_SRPC_DOMAIN, nane, |en);

return ((rval <0) ? -errno : 0);
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457

459 int

}

460 | x_get pi d(voi d)
461 {

462

464
465
466

468
469
470

472
473
474
475
476
477
478
479

481
482

484
485
486

488
489
490
491
492

494
495
496
497
498
499

501
502
503
504

506
507

509
510

512
513

515
516
517
518
519
520

522

X 3

int pid;

/* First call the thunk server hook. */
if (Ixt_server pld(&pld) 1= 0)
return (pid);

pid = syscall (SYS brand, B _EMJLATE SYSCALL + 20);
return ((pid == -1I) ? -errno : pid);

_execve(uintptr_t pl, uintptr_t p2, uintptr_t p3)

char *filenarre = (char *)pil;
char **argv (char **)p2;
char **envp = (char **)p3;
char *nullist[] = { NULL };
char path[64];

/* First call the thunk server hook. */
| xt _server _exec_check();

/* Get a copy of the executable we're trying to run */
path[0] = "\0;
(voi d) uucopystr(fllenane path, sizeof (path));

/* Check if we're trying to run a native binary */
if (strncnp(path, "/native/usr/lib/brand/|x/|x_native",
sizeof (path)) ==
/* Skip the first elenent in the argv array */
ar gv++;

/*

* The nane of the new programto execute was the first
* paraneter passed to | x_native.

*

if (uucopy(argv, & ilenanme, sizeof (char *)) != 0)
return (-errno);

(void) syscall (SYS_brand, B_EXEC NATIVE, filenane, argv,
NULL

NULL, NULL);
return (- errno)

}

if (argv == NULL)
argv = nul list;

/* This is a normal exec call. */
(voi d) execve(filenane, argv, envp);

return (-errno);

_setgroups(uintptr_t pl, uintptr_t p2)

int ng = (int)pl;
gid_t *glist = NULL;
int i, r;

| x_debug("\tl x_setgroups(%, Ox%", ng, p2);

envp,
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524
525
526

528
529

531
532
533
534
535
536
537
538
539
540

542
543

545

546 }

if (ng >0) {
if ((glist = (gid_t *)SAFE_ALLOCA(ng * sizeof (gid_t))) ==
return (-E M ;

if (uucopy((void *)p2, glist, ng * sizeof (gid_t)) != 0)
return (-errno);

/*

* Linux doesn't check the validity of the group |IDs, but
* Solaris does. Change any invalid group IDs to a known,
* val ue (yuck).

*

for (i =0; i <ng; i++) {
if (glist[i] > MAXU D)
glist[i] = MAXU D

}
}
r = syscal | (SYS_brand, B_EMULATE_SYSCALL + LX SYS setgroups32,
ng, glist);
return ((r == -1) ? -errno : r);

547 #endif /* ! codereview */

NULL)

valid
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1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
*/

22 /*
23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.
25 */
27 #pragma ident " %986 % Y% YE% SM "
29 /*
30 * W don’'t support Linux nodul es, but we have to enul ate enough of the system
31 * calls to show that we don’t have any npdul es installed.
*/

34 #include <errno. h>
35 #include <sys/types. h>
36 #include <sys/Ix_m sc. h>

38 /*
39 * For query_nodule(), we provide an enpty |ist of nmodul es, and return ENOENT
40 * on any request for a specific nodule.

*/

42 #define LX_QWV MODULES
43 #define LX_QV DEPS
44 #define LX_QV REFS
45 #define LX_QV SYMBOLS
46 #define LX_QV I NFO

AR WNF

48 | * ARGSUSED*/
49 int
50 | x_query_nodul e(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4,
51 uintptr_t p5)
{

52

53 /*

54 * paraneter pl is the 'nane’ argunent.
55 */

56 int which = (int)p2;

57 char *buf = (char *)p3;

58 size_t bufsize = (size_t)p4;

59 size_t *ret = (size_t *)p5;

61 switch (which) {
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62 case

68 case

78 case
79 case
80 case
81 case

87 def a

}
91 #endif /* !

rand/ | x/ | x_brand/ common/ nodul e. ¢
0:
/*
* Special case: always return O
*
/
return (0);
LX_QW MODULES:
/*
* Generate an enpty |ist of nodul es.
*
/

if (bufsize && buf)
buf[0] = "\0";
if (ret)

*ret = 0;
return (0);

LX_QM DEPS:
LX_OM REFS:
LX_QM SYMBOLS:
LX_QVL I NFO
/ *
* Any requests for specific nodule information return ENOENT.
*/
return (-ENCENT);
ul t:
return (-EINVAL);

coderevi ew */
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LR R R R EEEEEREREREREEEEEEEEEEEEEEEEREEEREREREEEEEEEEEESES] 62 WJNI' O:)T UI'\”’ = 2 /* optlon Val ue: uns'gned |nt */
20423 Tue Jan 14 16:17:03 2014 63 } nount_opt _type t;
new usr/src/lib/brand/ Il x/1x_brand/ common/ nount. c
Bring back LX zones. 65 typedef struct mount_opt {
LEEE SRR EE SRR EEEEEEEEEEE R EREEEEEEEEEEEEEEEEEEEREEEEEEEEEESE] 66 Char *n«o naan:
1/* 67 nmount _opt _type_t no_type;
2 * CDDL HEADER START 68 } nount_opt _t;
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License"). 71 | *
6 * You may not use this file except in conpliance with the License. 72 * dobals
7 73 */
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE 74 mount _opt_t |ofs_options[] = {
9 * or http://ww. opensol aris.org/os/licensing. 75 { NULL, MOUNT_OPT_I NVALID }
10 * See the License for the specific |anguage governi ng perm ssions 76 };
11 * and limtations under the License.
12 * 78 mount _opt _t | x_proc_options[] = {
13 * When distributing Covered Code, include this CDDL HEADER i n each 79 { NULL, MOUNT_OPT_I NVALID }
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE. 80 };
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying 82 nount_opt _t | x_autofs_options[] = {
17 * information: Portions Copyright [yyyy]l [nane of copyright owner] 83 { LX_MNTOPT_FD, MOUNT_OPT_UI NT },
18 * 84 { LX_MNTOPT_PGRP, MOUNT_OPT_UI NT },
19 * CDDL HEADER END 85 { LX_MNTOPT_M NPROTO,  MOUNT_OPT_UINT },
20 */ 86 ) { LX_MNTOPT_MAXPROTO, MOUNT_OPT_UI NT },
87 };
22 /*
23 * Copyright 2007 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns. 90 /*
25 =/ 91 * i_lx_opt_verify() - Check the nount options.
92 *
27 #pragne ident " VYR % Yo %E% SM " 93 * You might wonder why we’'re being so strict about the nount options
94 * we allow. The reason is that normally all nount option verification
29 #include <alloca. h> 95 * is done by the Solaris userland nount command. Once nount options
30 #include <assert. h> 96 * are passed to the kernel, invalid options are sinply ignored. So
31 #include <ctype. h> 97 * if we actually want to catch requests for functionality that we
32 #include <fcntl. h> 98 * don’t support, or if we want to nake sure that we don’t randomy
33 #include <errno. h> 99 * enable options that we haven't check to make sure they have the
34 #include <signal.h> 100 * same syntax on Linux and Solaris, we need to reject any options
35 #include <string. h> 101 * we don’t know to be ok here.
36 #include <strings. h> 102 */
37 #include <nfs/nount.h> 103 static int
38 #include <sys/types. h> 104 i _| x_opt _verify(char *opts, nount_opt_t *nop)
39 #include <sys/nount.h> 105 {
40 #incl ude <sys/param h> 106 int opts_len = strlen(opts);
41 #include <sys/stat.h> 107 char *opts_tnp, *opt;
42 #incl ude <sys/types. h> 108 int opt_len, i;
43 #incl ude <unistd. h>
110 assert((opts !'= NULL) && (mop != NULL));
45 #include <sys/|x_autofs. h>
46 #incl ude <sys/| x_debug. h> 112 /* |f no options were specified, there's no problem */
47 #include <sys/Ix_m sc. h> 113 if (opts_len == 0)
48 #incl ude <sys/|x_nount. h> 114 return (1);
50 /* 116 /* If no options are allowed, fail. */
51 * support definitions 117 if (mop[0].no_name == NULL)
52 */ 118 return (0);
53 union fh_buffer {
54 struct nfs_fid fh2; 120 /* Don't accept leading or trailing ',’. */
55 struct nfs_fh3 fhS3; 121 if ((opts[O] ==",") || (opts[opts_len] ==","))
56 char f h_dat a[ NFS3_FHSI ZE + 2] ; 122 return (0);
57 };
124 /* Don’t accept sequential ',’. */
59 typedef enum nount _opt _type { 125 for (i =1, i < opts_len; i++)
60 MOUNT_OPT_TNVALI D =0, 126 if ((opts[i - 1] == ",’) && (opts[i] == ','))
61 MOUNT_OPT_NORNVAL =1, /* option value: none */ 127 return (0);
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130
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134
135
136

138
139
140
141

143
144
145
146

148
149
150
151
152
153

155
156
157
158
159

161
162
163
164
165
166
167
168
169
170

172
173
174
175
176

178
179
180

182
183
184

186
187
188
189
190
191
192
193

/*

* We're going to use strtok() which nodifies the target
* string so neke a tenporary copy.

*/

opts_tnp = SAFE_ALLOCA(opts_Ilen);
if (opts_tnmp == NULL)
return (-1);
bcopy(opts, opts_tnp, opts_len + 1);

/* Verify each prop one at atime. */

opt = strtok(opts_tnp, ",");
opt_len = strlen(opt);
for (55) {

/* Check for matching option/value pair. */
for (i = 0; nop[i].nmo_nanme != NULL; i++) {
char *oval ue;
int oval ue_l en, no_len;

/* |f the options is too short don’t bother conparing */

no_len = strlen(nop[i].no_nane);
if (opt_len < mo_len) {
“/* Keep trying to find a match. */

conti nue;
}
/* Conpare the option to an allowed option. */
if (strncnp(nop[i].no_nanme, opt, no_len) != 0) {
/* Keep trying to find a match. */
cont i nue;
}

if (rmop[i].no_type == MOUNT_OPT_NORMAL) {
/* The optlon doesn’t take a val ue. */

if (opt_len == no_len) {
“/* This option is ok. */
br eak;
} else {
/* Keep trying to find a match. */
conti nue;
}
}
/* This options takes a value. */
if ((opt_len == no_len) || (opt[mo_len] !'="=")) {
/* Keep trying to find a match. */
conti nue;
}

/* We have an option match. Verify option val ue.
oval ue = &opt[no_len] + 1;
oval ue_l en = strlen(oval ue);
/* Value can't be zero length string. */
if (ovalue_len == 0
return (0);

if (m:)p[l] no_type == MOUNT_OPT_UINT) {
nt

]
/* Verlfy that value is an unsigned int. */

for (j =0; j < ovalue_len; j++)
if (!isdigit(ovalue[j]))
return (0);
} else {

/* Unknown option type specified. */
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194
195

197
198
199

201
202
203

205
206
207
208
209

211
212
213 }

assert(0);
}
/* The option is ok. */
br eak;

}

/* If there were no matches this is an unsupported option.

if (rmop[i].no_name == NULL)

return (0);
/* This option is ok, nobve onto the next option. */
if ((opt = strtok(NULL, ",")) == NULL)
break;
opt_len = strlen(opt);
I
/* We verified all the options. */
return (1);

215 static int

216 i
217 {
218

220
221

223
224
225
226
227

229
230

232
233
234
235
236 }

_add_option(char *option, char *buf, size_t buf_size)

char *fmt_str = NULL;

assert((option != NULL) && (strlen(option) > 0));
assert ((buf !'= NULL) && (buf_size > 0));

if (buf[O] =="'\0") {
ft str = "os";
} else {
fm_str =", %",
}

buf _size -= strlen(buf);
buf += strlen(buf);

/* LI NTED*/

if (snprintf(buf, buf_size, fnt_str, option) > (buf_size - 1))
return (- EOVERFLOW ;

return (0);

238 static int

239 |
240 {
241

243
244

246
247
248
249
250

252
253

255
256
257
258
259 }

_add_option_int(char *option, int val, char *buf, size_t buf_size)

char *fmt_str = NULL;

assert((option != NULL) && (strlen(option) > 0));
assert ((buf !'= NULL) && (buf_size > 0));

if (buf[0] =="\0") {
fmt_str = "%=%l";
} else {
fm_str =", %=%";
}

buf _size -= strlen(buf);
buf += strlen(buf);

/* LI NTED*/

if (snprintf(buf, buf_size, fnt_str, option, val) > (buf_size - 1))

return (- EOVERFLOW ;
return (0);

*/
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261 static int

262 i
263
264
265

266 {

267
268

270
271
272
273
274
275
276

278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325

_make_nfs_args(lx_nfs_mount_data_t *Ix_nnd, struct nfs_args *nfs_args,
struct netbuf *nfs_args_addr, struct knetconfig *nfs_args_knconf,
union fh_buffer *nfs_args_fh, struct sec_data *nfs_args_secdata,
char *fstype, char *options, int options_size)

struct stat st at buf ;

int i, rv, use_tcp;

/* Sanity check the incomm ng Linux request. */

if ((Ix_nnd->nnd_rsize < 0) || (Ix_nnmd->nnd_wsize < 0)
(I x_nmd->nnd_tinmeo < 0) || (Ix_nmd->nnd_retrans < O
(I x_nmd->nmd_acregmin < 0) || (Ix_nnd->nnd_acregnmax < 0) ||
(I x_nmd- >nnmd_acdi rmax < 0)) {

return (-EINVAL);

Addi tional sanity checks of incomm ng request.

Some of the sanity checks bel ow shoul d probably return

El NVAL (or sone other error code) instead or ENOTSUP,

but w thout experimnting on Linux to see how it

deals with certain strange values there is no way

to really know what we should return, hence we return

ENOTSUP to tell us that eventually if we see sone

application hitting the problemwe can go to a real

Li nux system figure out howit deals wth the situation

* and update our code to handle it in the sane fashion.

*

/

if (Ix_nmd->nnmd_version != 4) {

Ix_unsupported("unsupported nfs mount request,
"unr ecogni zed NFS nount structure: %\ n",
| x_nmd- >nd_ver si on) ;

return (-ENOTSUP);

}
if ((I'x_nnmd->nnd_flags & ~LX_NFS_MOUNT_SUPPORTED) != 0) {
| x_unsupport ed("unsupported nfs nount request, "
"flags: Ox%\n", |x_nnd->nmd_flags);
return (-ENOTSUP);

* Ok ok kK ok kb * ok

}
1 f (Ix_nmd->nnd_addr.sin_famly !'= AF_I NET)
| x_unsupported("unsupported nfs nount request,
"transport address famly: Ox%\n",
| x_nnmd- >nnd_addr . sin_famly);
return (- ENOTSUP);

}
for (i = 0; i < LX_NVD_MAXHOSTNAMELEN, i++) {
if (Ix_ ngd >End hostnanme[i] == "\0")
real

}
if (i ==0)
| x_unsuppor t ed("unsupported nfs mount request,
"no hostnanme specified\n");
return (-ENOTSUP);

}
if (i == LX_NVD_MAXHOSTNAMELEN) {
| x_unsuppor t ed("unsupported nfs nmount request,
"host name not termninated\n");
return (-ENOTSUP);

}
if (Ix_nnd->nnd_nam en < i)
I x unsupported( unsupported nfs m)unt request, "
invalid nam en val ue: Ox%\n", |x_nnd- >and nani en) ;
return (-ENOTSUP);
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}
if (Ix_nmd->nnd_bsize = 0) {
| x_unsupported("unsupported nfs nount request,
"bsize value: 0x%\n", |x_nnd->nnd_bsize);
return (-ENOTSUP);
}

/* Initialize and clear the output structure pointers passed in.

bzero(nfs_args, sizeof (*nfs_ ar gs );

bzero(nfs_args_addr, sizeof (*nfs_args_addr));

bzer o( nf s_args_knconf si zeof (*nfs_args_| knconf))'
bzero(nfs_args_fh, si zeof (*nfs_args_fh));
bzero(nfs_args_secdata, sizeof (*nfs_args_secdata));
nfs_args->addr = nfs_args_addr;

nfs_args->knconf = nfs_ar gs_knconf;

nfs_args->fh = (caddr_t)nfs_args_fh;
nfs_args->nfs_ext_u.nfs_extB.secdata = nfs_args_secdat a;

/* Check if we're using tcp. */
use_tcp = (I x_nnmd->nnd_flags & LX_NFS_MOUNT_TCP) ? 1 : O;

/
These seemto be the default flags used by Solaris for v2 an
nfs mounts.

*
*
*
*
* Don’t bother with NFSMNT_TRYRDMA since we always specify a
* transport (either udp or tcp).

*

f

nfs_args->flags = NFSMNT_NEWARGS | NFSMNT_KNCONF | NFSWNT_INT |
NFSMNT_HOSTNANE;

/* Transl ate some Linux nmount flags into Solaris nount flags. *

if (I'x_nmd->nnd_flags & LX_NFS_MOUNT_SOFT)
nfs_args->fiags | = NFSWNT_SCFT;

if (Ix_nnmd->nnd_flags & LX_NFS_MOUNT_I NTR)
nfs_args->flags | = NFSWNT_I NT;

if (Ix_nmd->nnd_flags & LX_NFS_MOUNT_PCSI X)
nfs_args->fiags | = NFSWNT_PGCSI X;

if (Ix_nmd->nnd_flags & LX_NFS_MOUNT_NOCTO)
nfs_args->flags | = NFSMNT_NOCTO,

if (Ix_nmd->nnd_flags & LX_NFS_MOUNT_NOAC)
nfs_args->fiags | = NFSVNT_NOAC,

if (Ix_nmd->nnd_flags & LX_NFS_MOUNT_NONLM)
nfs_args->flags | = NFSWNT_LLOCK;

if ((Ix_nnd->nnd_flags & LX NFS_MZJ.JNT_VER3) 1=0) {
(void) strcpy(fstype, "nfs3");
if ((rv = i_add_option_int("vers", 3,
options, opt|ons_5|ze)) 1= 0)
return (rv);

if (Ix_nmd->nnmd_root.|x_fh3_length >
sizeof (nfs_args_fh->fh3.fh3 _u.data)) {
| x_unsupport ed("unsupported nfs nount request,
"nfs file handl e | ength: Ox%\n",
I x_nmd- >nnmd_r oot . | x_fh3_Il engt h);
return (-ENOTSUP);

}

/* Set the v3 file handle info. */
nfs_args_fh->fh3.fh3_l ength = | x_nnd->nmd_root.|x_fh3_I
bcopy( & x_nnd->nnd_root . I x_f h3_dat a,
nfs_args_fh->fh3.fh3_u. data,
| x_nnd->nnd_root . | x_fh3 Il ength);
} else {
/*

d v3

/

engt h;
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* Assume nfs v2. Note that this could also be a vl
* mount request but there doesn't seemto be any difference
* in the paranmeters passed to the Linux mount system
* call for vl or v2 nounts so there is no way of really
* know ng.
*/
(void) strcpy(fstype, "nfs" )
if ((rv =i_add_option_int("vers", 2,
options, options_ S|ze)) 1= 0)
return (rv);

/* Solaris seems to add this flag when using v2. */
nfs_args->flags | = NFSMNT_SECDEFAULT;

/* Set the v2 file handle info. */
bcopy( & x_nnd- >nnd_ol d_r oot ,
nfs_args_fh, sizeof (nfs args_fh->fh2));
}

/*
* We can’t use getnetconfig() here because there is no netconfig
* database in |inux.
*/
nfs_args_knconf->knc_protofmy = "inet";
if (use_tcp)
/*

* TCP uses NC_TPI _COTS_ORD senanti cs.
* See /etc/netconfig.
*/

nfs_ar gs_knconf—>knc_serranti cs = NC_TPI _COTS_ORD;

nfs_ar gs_knconf - >knc proto = "tcp";
if ((rv = i_add_option("proto= tep”,
“options, options_size)) != 0)

return (rv);
if (stat(" /dev/tcp, &statbuf) !'= 0)
return (-errno);
nfs_args_knconf - >knc_ rdev = stat buf . st_rdev;
} else {
/*

* Assunme UDP. UDP uses NC TPl _CLTS senmanti cs.
* See /etc/netconfig.
*/

nfs_ar gs_knconf—>knc_serranti cs = NC_TPI _CLTS;

nfs_args_knconf ->knc_proto = "udp";
if ((rv =i_add optlon("proto udp”,
options, options_si ze)) 1= 0)

return (rv);
if (stat("/dev/udp", &statbuf) != 0)

return (-errno);
nfs_args_knconf->knc_rdev = statbuf.st_rdev;

}

/* Set the server address. */

nfs_args_addr->naxl en = nfs_args_addr->len =
si zeof (struct sockaddr _in);

nfs_args_addr->buf = (char *)&Jx nnd- >nnd_addr ;

/* Set the server hostnane string. */
nfs_args->hostname = | x_nnd- >nnd_host nane;

/* Transl ate Linux nfs mount paraneters into Solaris nount options. */
if (Ix_nnd->nnd_rsize != LX NMD_DEFAULT_RSI ZE) {
if ((rv = i_add_option_int("rsize", |x_nnd->nnd_rsize,
options, options_size)) !=0)
return (rv);
nfs_args->rsize = | x_nnd->nnd_rsi ze;
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458 nfs_args->flags | = NFSMNT_RSI ZE;

459 1

460 if (1x_nnd->nmd_wsi ze != LX NVD DEFAULT W8I ZE) {

461 if ((rv = i_add_option_ |nt( wsi ze", | x_nnd->nnd_wsi ze,
462 options, options_si ze)) 1= 0)

463 return (rv)

464 nfs_args->wsi ze = I x_nnd- >nnd _wsi ze;

465 nfs_args->flags | = NFSWT_W8| ZE;

466 }

467 if ((rv = i_add_option_int("tinmeo", |x_nnd->nnd_tineo,

468 options, options_size)) !=0)

469 return (rv);

470 nfs_args->timeo = | x_nnd->nnd_ti meo;

471 nfs_args->flags | = NFSMNT_TI MEQ,

472 if ((rv = i_add_option_int("retrans", |x_nnd->nnd_retrans,
473 options, options_size)) !=0)

474 return (rv);

475 nfs_args->retrans = | x_nnd->nnd_retrans;

476 nfs_args->flags | = NFSMNT_RETRANS;

477 if ((rv = i_add_option_| |nt( acregnin", |x_nmd->nmd_acregnin,
478 options, options_size)) = 0)

479 return (rv);

480 nfs_args->acregm n = | x_nnd->nnd_acr egni n;

481 nfs_args->flags | = NFSMNT_ACREGM N;

482 if ((rv =i_add_option_ |nt( acregmax", | x_nmd- >nnd_acr egnex,
483 options, options_size)) !=0)

484 return (rv);

485 nfs_args->acregnmax = | x_nnd->nnd_acr egnex;

486 nfs args->flags | = NFSMNT_ACREGWAX;

487 f ((rv = i_add_option_int("acdirmn", |x_nnd->nnmd_acdirmn,
488 options, options_size)) !=0)

489 return (rv);

490 nfs_args->acdirmn = | x_nmd->nnd_acdi rmn;

491 nfs_args->flags | = NFSMNT_ACDI RM N,

492 if ((rv = i_add_option_int("acdirnmax", |x_nnd->nnd_acdi rmax,
493 options, options_size)) !=0)

494 return (rv);

495 nfs_args->acdi rmax = | x_nmd->nnd_acdi r max;

496 nfs_args->flags | = NFSMNT_ACDI RVAX;

498 /* We only support nfs Wlth a security type of AUTH SYS. */
499 nfs_args->nfs_args_ext = NFS_ARGS_EXTB;

500 nfs_args_secdat a- >secnod = AUTH SYS;

501 nfs_args_secdat a- >r pcf | avor = AUTH_SYS;

502 nfs_args_secdata->fl ags = O;

503 nfs_args_secdata->uid = 0;

504 nfs_args_secdata->data = NULL;

505 nfs_args->nfs_ext_u.nfs_extB. next = NULL;

507 /*

508 * The Linux nfs mobunt conmand seens to pass an open socket fd
509 * to the kernel during the mount systemcall. W don’t need
510 * this fd on Solaris so just close it.

511 */

512 (void) close(lx_nnmd->nnd_fd);

514 return (0);

515 }

517 int

518 | x_mount (uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4,

519 uintptr_t p5)

520 {

521 /* Linux input arguments. */

522 const char *sourcep = (const char *)pi;

523 const char *targetp = (const char *)p2;
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const char *fstypep = (const char *)p3;

unsi gned i nt flags = (unsigned int)p4;

const void *datap = (const void *)p5;

/* Variabl es needed for all mounts. */

char sour ce[ MAXPATHLEN] , tar get [ MAXPATHLEN ;
char fstype[ MAXPATHLEN] , opti ons[ MAXPATHLEN ;
int sflags, rv;

/* Vari abl es needed for nfs nmounts. */

I x_nfs_nount_data_t I x_nmd;

struct nfs_args nfs_args;

struct netbuf
struct knetconfig
uni on fh_buffer nfs_args_fh;
struct sec_data nfs_args_secdat a;
char *sdataptr = NULL;
int sdat al en = 0;

nfs_args_addr;
nfs_ar gs_knconf ;

/* Initialize Solarls nmount argunents. */

options[0] =
sdat al en = 0;

/* Copy in paranmeters that are always present. */
rv = uucopystr((void *)sourcep, &source, sizeof (source));
if ((rv == -1) || (rv == sizeof (source)))

return (-EFAULT);

rv = uucopystr((void *)targetp, & arget, sizeof (target));
if ((rv ==-1) || (rv == sizeof (target)))
return (-EFAULT);

rv = uucopystr((void *)fstypep, & stype, sizeof (fstype));
if ((rv ==-1) || (rv == sizeof (fstype)))

return (-EFAULT);
I x_debug("\tlinux nmount source: %", source);
| x_debug("\tlinux nmount target: %", target);
| x_debug("\tlinux nmount fstype: %", fstype);

/* Make sure we support the requested nount flags. */
if ((flags & ~LX_M5_SUPPORTED) ! = 0)
I x unsupported(
"unsupported nmount flags: Ox%", flags);
) return (-ENOTSUP);

/* Do fil esystem specific nount work. */
if (flags & LX_MS_BIND) {

/* If MS.BINDis set, we turn this into a |lofs nmount. */
(void) strcpy(fstype, "lofs");

/* Copy in Linux nmount options. */
if (datap != NULL)
rv = uucopystr((void *)datap,
options, sizeof (options));
if ((rv ==-1) || (rv == sizeof (options)))
return (-EFAULT);

}
| x_debug("\tlinux mount options: \"%\"", options);
/* Verify Linux mount options. */

if (i_lx_opt verlfy(optlons | of s_options) == 0)
I x_unsupported("unsupported | ofs nmount options");
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590 return (-ENOTSUP);

591 }

592 } else if (strcnp(fstype, "proc") == 0) {

594 /* Transl ate proc mount requests to I x_proc requests. */
595 (void) strcpy(fstype, "lx_proc");

597 /* Copy in Linux nount options. */

598 if (datap != NULL)

599 rv = uucopystr((void *)datap,

600 options, sizeof (options));

601 if ((rv ==-1) || (rv == sizeof (options)))

602 return (-EFAULT);

603 }

604 | x_debug("\tlinux mount options: \"%\"", options);

606 /* Verify Linux nount options. */

607 if (i_lx_opt verify(options | x_proc_options) == 0)

608 I'x_unsupport ed("unsupported Tx_proc nount options");
609 return (-ENOTSUP);

610 }

611 } else if (strcmp(fstype, "autofs") == 0) {

613 /* Transl ate proc nount requests to | x_afs requests. */
614 (void) strcpy(fstype, LX_AUTOFS_NAME);

616 /* Copy in Linux nount options. */

617 if (datap !'= NULL)

618 rv = uucopystr((void *)datap,

619 options, sizeof (optl ons));

620 if ((rv ::—1) |l (rv == si zeof (options)))

621 return (-EFAULT);

622 }

623 | x_debug("\tlinux nmount options: \"%\"", options);

625 /* Verify Linux nount options. */

626 if (i_lx_opt_verify(options, |x_autofs_options) == 0)
627 | x_unsuppor t ed(" unsupported | x_autof s mount options");
628 return (-ENOTSUP);

629 }

630 } else if (strcnp(fstype, "nfs") == 0) {

632 /*

633 * Copy in Linux nount options. Note that for Linux
634 * nfs nmounts the nount options pointer (which normally
635 * points to a string) points to a structure.

636 */

637 if (uucopy((void *)datap, & x_nnd, sizeof (Ix_nmd)) < 0)
638 return (-errno);

640 /*

641 * For Solaris nfs nounts, the kernel expects a special
642 * strucutre, but a pointer to this structure is passed
643 * in via an extra paraneter (sdataptr bel ow.)

644 */

645 if ((rv = i_make_nfs_args(& x_nnd, &nfs_args,

646 &nfs_args_addr, &nf s_args_knconf &nfs_args_fh,

647 &nfs_args_secdata, fstype,

648 options, sizeof (options))) != 0)

649 return (rv);

651 /*

652 * For nfs nounts we need to tell the nount system call
653 * to expect extra paraneters.

654 */

655 sflags | = MS_DATA
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656 sdataptr = (char *)&nfs_args;

657 sdatal en = sizeof (nfs_args);

658 } else {

659 | x_unsuppor t ed(

660 "unsupported nmount filesystemtype: %", fstype);

661 return (-ENOTSUP);

662 }

664 /* Convert sonme Linux flags to Solaris flags. */

665 if (flags & LX_MS_RDONLY)

666 sflags | = MS_RDONLY;

667 if (flags & LX_MS_NCSUI D)

668 sflags | = MS_NGSUI D

669 if (flags & LX_MS_REMOUNT)

670 sflags | = MS_REMOUNT,;

672 /* Convert sonme Linux flags to Solaris option strings. */

673 if ((flags & LX M5_NODEV) &&

674 ((rv = i_add_option("nodev", options, sizeof (options))) != 0))
675 return (rv);

676 if ((fIags&LXNBNCEXEC) &&

677 (rv = i_add_option("noexec", options, sizeof (options))) != 0))
678 return (rv);

679 if ((flags&LXMSNOATINE) &&

680 ((rv = i_add_option("noatime", options, sizeof (options))) !=0))
681 return (rv);

683 | x_debug("\tsolaris nmount fstype: %", fstype);

684 | x_debug("\tsolaris nount options: \"%\"", options);

686 return (nmount(source, target, sflags, fstype, sdataptr, sdatalen,
687 options, sizeof (optlons)) ? -errno : 0);

688 }

690 /*

691 * unount() is identical, though it is inplenmented on top of umount2() in
692 * Solaris so it cannot be a pass-thru systemcall.

693 */

694 int

695 | x_unount (uintptr_t pl)

696 {

697 return (unmount((char *)pl) ? -errno : 0);
698 }

700 /*

701 * The Linux umount2() systemcall is identical but has a different value for
702 * MNT_FORCE (the |ogical equivalent to MS_FORCE).
703 */

704 #define LX_MNT_FORCE ox1

706 int

707 | x_umount 2(uintptr_t pl, uintptr_t p2)

708 {

709 char *path = (char *)pl;

710 int flags = 0;

712 if (p2 & ~LX_MNT_FORCE)

713 return (-EINVAL);

715 if (p2 & LX_MNT_FORCE)

716 flags | = MB_FORCE;

718 return (unount2(path, flags) ? -errno : 0);
719

}
720 #endif /* | codereview */
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CDDL HEADER START

The contents of this file are subject to the ternms of the
Common Devel opment and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific | anguage governi ng perm ssions

and limtations under the License.

When distributing Covered Code, include this CDDL HEADER i n each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

B A T
—~

/*
* Copyright 2009 Sun Mcrosystens, Inc. Al rights reserved.

* Use is subject to |license terns.
*/

#i ncl ude <sys/types. h>

#i ncl ude <sys/stat.h>

#i ncl ude <sys/inttypes. h>
#i ncl ude <uni std. h>

#i ncl ude <fcntl. h>

#i ncl ude <errno. h>
#include <libintl.h>

#i ncl ude <stdio. h>

#i ncl ude <sys/| x_types. h>
#i ncl ude <sys/| x_debug. h>
#i ncl ude <sys/|x_syscall.h>
#i ncl ude <sys/Ix_fcntl.h>
#i ncl ude <sys/|x_m sc. h>

static int
Itos_open_flags(uintptr_t p2)
{

int flags;

if ((p2 & O ACCMODE) == LX_O RDONLY)
flags = O RDONLY;

else if ((p2 & o A(I:MZDE) == LX_O VWRONLY)
flags = O WRONLY;

el se
flags = O RDVR;

if (p2 & LX_O CREAT) {
flags | = O CREAT,;

if (p2 & LX_O EXCL)
flags | = O EXCL;
if (p2 & LX_O NOCTTY)
flags | = O_NCCTTY;
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if (p2 & LX_O TRUNC)
flags | = O TRUNC,
if (p2 & LX_O APPEND)
flags | = O APPEND;
if (p2 & LX_O NONBLOCK)
flags | = O NONBLOCK;
if (p2 & LX_O SYNO)
flags | = O_SYNC
if (p2 & LX_O LARGEFI LE)
flags | = O LARGEFI LE;
if (p2 & LX_O NOFOLLOW
flags | = O_NOFOLLOW

/
Li nux uses the LX O DIRECT flag to do raw, synchronous 1/Oto the
devi ce backing the fd in question. Solaris doesn’'t have sinlar
functionality, but we can attenpt to sinulate it using the flags
(O_RSYNC| O_SYNC) and directio(3C).

*
*
*
*
*
*
* The LX_O DI RECT flag also requires that the transfer size and

* alignment of |/0O buffers be a nultiple of the |ogical block size for
* the underlying file system but frankly there isn't an easy way to
* support that functionality w thout doing sonething |ike adding an

* fentl(2) flag to denote LX_O DI RECT node.

*

*

*

*

*

*

*

f

Since LX ODIRECT is nerely a performance advisory, we'll just
ermul ate what we can and trust that the only applications expecting
an error when perfornming I/0O froma misaligned buffer or when
passing a transfer size is not a nultiple of the underlying file
system bl ock size will be test suites.
/
if (p2 &LXODIRECT)
ags | = (O_RSYNC| O_SYNC);

return (flags);

nt
post process(int fd, uintptr_t p2)

struct stat64 statbuf;

/*

* Check the file type AFTER opening the file to avoid a race condition
* where the file we want to open coul d change types between a stat64()
* and an open().

*/

if (p2 & LX O DI RECTCRY) {
if (fstat64(fd, &statbuf) < 0) {
int ret = -errno,;

(void) close(fd);
return (ret);
} elseif (!S_ ISDIR(statbuf st_node)) {
(void) close(fd);
return (—ENOTDIR);

}

if (p2 & LX_O DI RECT)
(void) directio(fd, DI RECTIO ON);

/*
* Set the ASYNC flag if passsed.

*/

if (p2 & LX_ O ASYNO) {
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128 if (fcentl(fd, F_SETFL, FASYNC) < 0) {
129 int ret = -errno;

131 (void) close(fd);

132 return (ret);

133 }

134 }

136 return (fd);

137 }

139 int

140 | x_openat (uintptr_t extl, uintptr_t pl, uintptr_t p2, uintptr_t p3)
141 {

142 int atfd = (int)extl;

143 int flags, fd;

144 node_t node = 0;

145 char *path = (char *)pi,;

147 if (atfd == LX_AT_FDOWD)

148 atfd = AT_FDOWD;

150 flags = I tos_open_flags(p2);

152 if (flags & O CREAT) {

153 node = (node_t) p3;

154 1

156 | x_debug("\topenat (%, %, 0%, 0%)", atfd, path, flags, node);
158 if ((fd = openat(atfd, path, flags, node)) < 0)
159 return (-errno);

161 return (I x_open_postprocess(fd, p2));

162 }

164 int

165 | x_open(uintptr_t pl, uintptr_t p2, uintptr_t p3)
166 {

167 int flags, fd;

168 node_t node = O;

169 char *path = (char *)pl;

171 flags = I tos_open_flags(p2);

173 if (flags & O CREAT) {

174 node = (node_t) p3;

175 1

177 | x_debug("\topen(%, 0%, 0%)", path, flags, node);
179 if ((fd = open(path, flags, node)) < 0)

180 return (-errno);

182 return (I x_open_postprocess(fd, p2));

183

}
184 #endif /* | codereview */
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CDDL HEADER END

1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
*
*
*/

22 /| *

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #pragne ident " %Y % % %EY% SM "
29 #include <sys/types. h>
30 #include <unistd. h>

31 #include <errno. h>
32 #include <sys/Ix_m sc. h>

34 int

35 | x_get pgr p(voi d)

36 {

37 int ret;

39 ret = getpgrp();

41 /*

42 * |f the pgrp is that of the init process, return the value Linux
43 * expects.

44 *

45 if (ret == zoneinit_pid)

46 return (LX_INIT_PAD);
48 return ((ret == -1) ? -errno : ret);
49 }

51 int

52 | x_getpgi d(uintptr_t pl)

53 {

54 pi d_t spid;

55 int pid = (int)pl;

56 int ret;

58 if (pid < 0)

59 return (-ESRCH);

61 /*
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62 * |f the supplied pid matches that of the init process, return
63 * the pgid Li nux expects.

64 */

65 if (pid == zoneinit_pid)

66 return (LX_INIT_PAD);

68 if ((ret = 1Ix_lpid_to_spid(pid, &pid)) < 0)
69 return (ret);

71 ret = getpgid(spid);

73 /*

74 * |f the pgid is that of the init process, return the value Linux
75 * expects.

76 */

77 if (ret == zoneinit_pid)

78 return (LX_INIT_PAD);

80 return ((ret == -1) ? -errno : ret);

81 }

83 int

84 | x_setpgid(uintptr_t pl, uintptr_t p2)

85 {

86 pid_t pid = (pid_t)pl;

87 pid_t pgid = (pid_t)p2;

88 pid_t spid, spgid;

89 int ret;

91 if (pid < 0)

92 return (-ESRCH);

94 if (pgid < 0)

95 return (-EINVAL);

97 if ((ret = Ix_lpid_to_spid(pid, &pid)) < 0)
98 return (ret);

100 if (pgid == 0)

101 spgid = spid;

102 else if ((ret = Ix_|lpid_to_spid(pgid, &pgid)) < 0)
103 return (ret);

105 ret = setpgid(spid, spgid);

107 return ((ret == 0) ? 0 : -errno);

108 }

110 int

111 I x_getsid(uintptr_t pl)

112 {

113 pid_t spid;

114 int pid = (int)pl;

115 int ret;

117 if (pid < 0)

118 return (-ESRCH);

120 /*

121 * |f the supplied matches that of the init process, return the val ue
122 * Linux expects.

123 */

124 if (pid == zoneinit_pid)

125 return (LX_INIT_SID);

127 if ((ret = 1Ix_|Ipid_to_spid(pid, &spid)) < 0)
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128 return (ret);

130 ret = getsid(spid);

132 /*

133 * If the sid is that of the init process,
134 * expects.

135 *

136 if (ret == zoneinit_pid)

137 return (LX_INT_SID);

139 return ((ret == -1) ? -errno : ret);
140 }

142 int

143 | x_set si d(voi d)

144 {

145 int ret;

147 ret = setsid();

149 /*

150 * If the pgid is that of the init process,
151 * expects.

152 *

153 if (ret == zoneinit_pid)

154 return (LX_INIT_SID);

156 return ((ret == -1) ? -errno : ret);
157 }

158 #endif /* | codereview */

return the val ue Linux

return the val ue Linux
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HEADER i n each

1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the

6 * You may not use this file except in conpliance wit

7 *

8 * You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng permn ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL

14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the follow ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 =*

19 * CDDL HEADER END

20 */

22 | *

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.

24 * Use is subject to license terns.

25 */

27 #pragma i dent " %986 9B % YE% SM "
29 #include <assert.h>

30 #include <unistd. h>

31 #include <fcntl. h>

32 #include <errno. h>

33 #include <stdio. h>

34 #include <stdlib. h>

35 #include <alloca. h>

36 #include <signal.h>

37 #include <strings. h>

38 #incl ude <sys/param h>

39 #include <sys/brand. h>

40 #i nclude <sys/poll.h>

41 #incl ude <sys/syscall.h>

42 #include <sys/|x_debug. h>
43 #include <sys/|x_poll.h>

44 #include <sys/|x_syscall.h>
45 #incl ude <sys/|x_brand. h>
46 #include <sys/Ix_m sc. h>

48 extern int select_large_fdset(int nfds, fd_set *inoO,

fd_set *outO, fd_set *exO,

49 struct tineval *tv);

51 int

52 I x_select(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4,
53 uintptr_t p5)

54 {

55 int nfds = (int)pl;

56 fd_set *rfdsp = NULL;

57 fd_set *wfdsp = NULL;

58 fd_set *efdsp = NULL;

59 struct tinmeval tv, *tvp = NULL;

60 int fd_set_len = howrany(nfds, 8);
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61
62

64
65

121

123
124
125

int r;
hrtime_t start = NULL, end;

| x_debug("\tsel ect (%, Ox%, x%, Ox%. Ox%, Ox¥%p)",
nfds, rfdsp, widsp, efdsp, tvp);

if (nfds > 0) {
if (p2!= NULL) {
rfdsp = SAFE_ALLOCA(fd_set_len);
if (rfdsp == NULL)
return (- ENO\/EM
if (uucopy((void *)p2, rfdsp, fd_set_len) !
return (-errno);

0)

}
if (p3 !'= NULL) {
wfdsp = SAFE_ALLOCA(fd_set_len);
if (wfdsp == NULL)
return (- ENOVEM ;
if (uucopy((void *)p3, wfdsp, fd_set_len) != 0)
return (-errno);

}
1f (p4 !'= NULL) {
efdsp = SAFE_ALLOCA(fd_set_len);
if (efdsp == NULL)
return (-ENOVEM ;
if (uucopy((void *)p4, efdsp, fd_set_len) != 0)
return (-errno);

}

}
if (p5 !'= NULL) {
tvp = &v;
if (uucopy((vmd *)p5, &t v, sizeof (tv)) !'= 0)
return (-errno);
start = gethrtime();

}

if (nfds >= FD_SETSI ZE)
r = select_large_fdset(nfds, rfdsp, wfdsp, efdsp, tvp);
el se

r
if (r <0)
return (-errno);

= select(nfds, rfdsp, wfdsp, efdsp, tvp);

if (tvp !'= NULL) {
long long tv_total;

/*
* Linux updates the tineval paraneter for select() calls
* with the amount of tine that |eft before the select
*/would have tinmed out.
*
end = gethrtine()
tv_total = (tv.tv_sec * MCROSEC) + tv.tv_usec;
tv_total -= ((end - start) / (NANOSEC / MCROSEC))
if (tv_total < 0) {
tv.tv_sec = 0;
tv.tv_usec = 0;
} else {
tv.tv_sec = tv_total / M CROSEC,
tv.tv_usec = tv_total % M CROSEC;

}

if (uucopy(&v, (void *)p5, sizeof (tv)) !=0)
return (-errno);
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128
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130
131
132
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137
138
139
140
141
142

144
145
146
147
148
149
150
151
152
153
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157
158
159
160
161

163
164
165
166
167
168
169
170
171
172
173

175
176
177
178
179
180
181
182

186
187

189
190
191
192

if ((rfdsp !'= NULL) && (uucopy(rfdsp, (void *)p2, fd_set_len) != 0))
return (-errno);

if ((vvfdsp 1= NULL) &&(uucopy(vwdsp, (void *)p3, fd_set_len) !'=0))
urn (-errno);

if ((efdsp I'= NULL) &&(uucopy(efdsp| (void *)p4, fd_set_len) !'=0))
return (-errno);

return (r);

_poll (uintptr_t pl, uintptr_t p2, uintptr_t p3)

struct pollfd *| fds, *sfds;

nfds_t nfds = (nfds_t)p2;

int fds_size, i, rval, revents;

/*

* Note: we are assuming that the Linux and Solaris pollfd

* structures are identical. Copy in the linux poll structure.
*/

fds S|ze = sizeof (struct pollfd) * nfds;
| fds = (struct pol I fd *) SAFE_ALLOCA(fds_. S|ze)
if (Ifds == NULL)
return (-ENOVEM ;
if (uucopy((void *)pl, Ifds, fds_size) != 0)
return (-errno);

*

* The poll systemcall nodifies the poll structures passed in

* so we'll need to nake an exra copy of them
*

/
sfds = (struct pollfd *) SAFE_ALLOCA(f ds_si ze) ;
if (sfds == NULL)

return (- ENOVEM ;

/* Convert the Linux events bitnmask into the Solaris equivalent. */
for (i =0; i < nfds; i++) {

/*

* If the caller is polling for an unsupported event, we

* have to bail out.

*/

if (Ifds[i].events & ~LX POLL_SUPPORTED_EVENTS)
I x_unsupported("unsupported poll events requested:
"event s=0x%", |fds[i].events);
return (-ENOTSUP);

}
sfds[i].fd = Ifds[i].fd;
sfds[i].events = [fds[i].events & LX POLL_COVMON EVENTS;
if (Ifds[l] events & LX_POLLVWRNORM
sfds[i].events [= POLLWRNORM
if (Ifds[i].events & LX_POLLWRBAND)

sfds[i].events [= POLLWRBAND;
sfds[i].revents = O;

}
I x_debug("\tpol |l (Ox%, %, %)", sfds, nfds, (int)p3);

if ((rval = poll(sfds, nfds, (int)p3)) < 0)
return (-errno);

/* Convert the Solaris revents bitmask into the Linux equivalent */
for (i =0; i <nfds i++) {

revents = Sde[I] revents & LX POLL_COWON_EVENTS;

if (sfds[i].revents & POLLWRBAND)
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197
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203
204
205

207
208

210
211
212

214

215 }

revents | = LX_ POLLWRBAND;

/*
* Be carefull because on solaris POLLOUT and POLLVRNORM
* are defined to the sane values but on |inux they
* are not.
*/
if (sfds[i ] revents & POLLOUT) {

if ((Ifds[i].events & LX POLLOUT) == 0)

revents & ~LX_POLLOUT;

if (1fds[i].events & LX_PO_LV\RN(RM

) revents | = LX_POLLWRNORM

Ifds[i].revents = revents;

}

/* Copy out the results */

if (uucopy(lfds, (void *)pl, fds_size) != 0)
return (-errno);

return (rval);

216 #endif /* | codereview */
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2215 Tue Jan 14 16:17:03 2014 63 /*

new usr/src/lib/brand/Ix/1x_brand/ common/priority.c 64 * The return value of the getpriority syscall is biased by 20 to avoid
Bring back LX zones. 65 * returning negative val ues when successful .
LEEE SRR EE SRR EEEEEEEEEEE R EREEEEEEEEEEEEEEEEEEEREEEEEEEEEESE] 66 *

1/* 67 return (20 - ret);

2 * CDDL HEADER START 68 }

3 *

4 * The contents of this file are subject to the terms of the 70 int

5 * Common Devel opnent and Distribution License (the "License"). 71 I x_setpriority(uintptr_t pl, uintptr_t p2, uintptr_t p3)

6 * You may not use this file except in conpliance with the License. 72 {

7 * 73 int which = (int)pl;

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE 74 id_t who = (id_t)p2

9 * or http://ww. opensol aris.org/os/licensing. 75 int prio = (int)p3;

10 * See the License for the specific |anguage governi ng perm ssions 76 int rval;

11 * and limtations under the License.

12 = 78 if (which > PRI O USER)

13 * When distributing Covered Code, include this CDDL HEADER i n each 79 return (-EINVAL);

14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

15 * |f applicable, add the followi ng bel ow this CDDL HEADER, wth the 81 | x_debug("\tsetpriority(%, %, %)", which, who, prio);

16 * fields enclosed by brackets "[]" replaced with your own identifying

17 * information: Portions Copyright [yyyy]l [nane of copyright owner] 83 if ((which == PRI O PROCESS) && (who == 1))

18 * 84 who = zoneinit_pid;

19 * CDDL HEADER END

20 */ 86 rval = setpriority(which, who, prio);

22 | * 88 return ((rval == -1) ? -errno : rval);

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved. 89 }

24 */Use is subject to license terms. 90 #endif /* ! codereview */

25 *

27 #pragne ident " VYR % Yo %E% SM "

29 #include <errno. h>

30 #include <sys/types. h>

31 #include <sys/|x_debug. h>
32 #include <sys/|x_m sc. h>

33 #include <sys/|x_syscall.h>
34 #include <sys/l|x_types. h>
35 #include <sys/resource. h>
36 #include <sys/Ix_m sc. h>

38 int

39 Ix_getpriority(uintptr_t pl, uintptr_t p2)

40 {

41 uint_t which = (int)pl;

42 id_t who = (id_t)p2;

43 int ret;

45 /*

46 * The only valid values for "which’ are positive integers, and unlike
47 * Solaris, linux doesn't support anything past PRI O USER
48 *

49 if (which > PRI O USER)

50 return (-EI NVAL);

52 | x_debug("\tgetpriority(%l, %l)", which, who);

54 errno = 0;

56 if ((which == PRI O PROCESS) && (who == 1))

57 who = zoneinit_pid;

59 ret = getpriority(which, who);

60 if (ret == -1 & errno !=0)

61 return (-errno);
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new usr
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LX zone support should now build and packages of rel evance produced.
Bring back LX zones.
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1/*

*

I T T

NRERRRRRRR R
COONOUITAWNROW©O~NOUTSWN

N
~
LN .

27 #i
28 #i
29 #i
30 #i
31 #i
32 #i
33 #i
34 #i
35 #i
36 #i
37 #i
38 #i
39 #i
40 #i
41 #i
42 #i
43 #i
44 #i
45 #i
46 #i
47 #i
48 #i
49 #i
50 #i
51 #i
52 #i

o
~
L

LR

CDDL HEADER START

The contents of this file are subject to the terms of the
Conmmon Devel opment and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the |icense at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific |anguage governing pernissions

and linmtations under the License.

When distributing Covered Code, include this CDDL HEADER i n each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2010 Sun Mcrosystens, Inc. All
Use is subject to license terms.
/

rights reserved.

ncl ude <errno. h>

ncl ude <sys/types. h>

ncl ude <sys/param h>

ncl ude <sys/|x_m sc. h>
ncl ude <sys/| x_debug. h>
ncl ude <sys/|x_syscall.h>
ncl ude <sys/|x_signal . h>
ncl ude <sys/|x_thread. h>
ncl ude <sys/|wp. h>

ncl ude <uni std. h>

ncl ude <fcntl. h>

ncl ude <procfs. h>

ncl ude <sys/frane. h>

ncl ude <strings. h>

ncl ude <signal . h>

ncl ude <stddef.h>

ncl ude <stdlib. h>

ncl ude <sys/wait.h>

ncl ude <sys/auxv.h>

ncl ude <thread. h>

ncl ude <pthread. h>

ncl ude <synch. h>

ncl ude <el f. h>

ncl ude <i eeefp. h>

ncl ude <assert.h>

nclude <libintl.h>

Li nux ptrace conpatibility.

The brand support for ptrace(2) is built on top of the Solaris /proc
interfaces, nounted at /native/proc in the zone. This gets quite
conplicated due to the way ptrace works and the Sol aris realization of the
Li nux threadi ng nodel .

new usr/src/lib/brand/ | x/|x_brand/ cormon/ ptrace. c
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124
125
126

di
al
/

#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

I T T T T ik T

/*

subset. Since nost clients will

woul d be fatal

ptrace can only interact with a process if we are tracing it, and it is
currently stopped. There are two ways a process can begin traci ng another
process:

PTRACE_TRACEME

A child process can use PTRACE TRACEME to indicate that it wants to be
traced by the parent. This sets the ptrace conpatibility flag in /proc
whi ch causes ths ptrace consumer to be notified through the wait(2)
system call of events of interest. PTRACE_TRACEME is typically used by
t he debugger by forking a process, using PTRACE TRACEME, and finally
doi ng an exec of the specified program

PTRACE_ATTACH

W can attach to a process using PTRACE ATTACH This is considerably
nmore conplicated than the previous case. On Linux, the traced process is
effectively reparented to the ptrace consuner so that event notification
can go through the normal wait(2) systemcall. Solaris has no such
ability to reparent a process (nor should it) so sonme trickery was
required.

When the ptrace consumer uses PTRACE ATTACH it forks a nonitor child
process. The nonitor enables the /proc ptrace flag for itself and uses
the native /proc nechanisns to observe the traced process and wait for
events of interest. Wien the traced process stops, the nonitor process
sends itself a SIGIRAP thus rousting its parent process (the ptrace
consurer) out of wait(2). We then translate the process id and status
code fromwait(2) to those of the traced process.

To detach fromthe process we just have to clean up tracing flags and
clean up the nonitor.

ptrace can only interact with a process if we have traced it, and it is
currently stopped (see is_traced()).

For threads, there’s no way to
stingui sh whether ptrace() has been called for all threads or sone
be tracing all threads, and erroneously
lowing ptrace to access a non-traced thread is non-fatal (or at |east
on linux), we ignore this aspect of the problem

ne LX_PTRACE_TRACEME
ne LX_PTRACE_PEEKTEXT
ne LX_PTRACE_PEEKDATA
ne LX_PTRACE_PEEKUSER
ne LX_PTRACE_POKETEXT
ne LX_PTRACE_POKEDATA
ne LX_PTRACE_POKEUSER
ne LX_PTRACE_CONT

ne LX_PTRACE_KI LL

ne LX_PTRACE_SI NGLESTEP
ne LX_PTRACE_GETREGS 12
ne LX_PTRACE_SETREGS 13
ne LX_PTRACE_GETFPREGS 14
ne LX_PTRACE_SETFPREGS 15
ne LX_PTRACE_ATTACH 16
ne LX_PTRACE_DETACH 17
ne LX_PTRACE_GETFPXREGS 18
ne LX_PTRACE_SETFPXREGS 19
ne LX_PTRACE_SYSCALL 24

OCONOUIRWNRLO

* This corresponds to the user_i 387_struct Linux structure.
*/
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127 typedef struct |x_user_fpregs {
128

long | xuf _cwd;
129 long | xuf _swd;
130 long | xuf _twd;
131 long | xuf _fip;
132 long | xuf _fcs;
133 I ong | xuf _foo;
134 I ong | xuf _fos;
135 I ong | xuf _st_space[ 20] ;

136 } | x_user_fpregs_t;

138 /*

139 * This corresponds to the user_fxsr_struct Linux structure.
140 */

141 typedef struct |x_user_fpxregs {

142 uint16_t | xux_cwd;

143 uint16_t | xux_swd;

144 uint16_t | xux_twd;

145 uint16_t | xux_fop;

146 long | xux_fip;

147 long | xux_fcs;

148 I ong | xux_f oo;

149 I ong | xux_f os;

150 I ong | xux_nxcsr;

151 I ong | xux_reserved;

152 I ong | xux_st_space[ 32] ;
153 I ong | xux_xmm space[ 32] ;
154 I ong | xux_paddi ng[ 56] ;

155 } I x_user_fpxregs_t;

157 /| *

158 * This corresponds to the user_regs_struct Linux structure.
159 *

160 typedef struct |x_user_regs {

161 I ong | xur_ebx;
162 I ong | xur_ecx;
163 I ong | xur_edx;
164 long | xur_esi;
165 long | xur_edi;
166 I ong | xur_ebp;
167 I ong | xur_eax;
168 I ong | xur_xds;
169 I ong | xur_xes;
170 long | xur_xfs;
171 I ong | xur_xgs;
172 long | xur_orig_eax;
173 I ong | xur_eip;
174 I ong | xur_xcs;
175 long | xur_efl ags;
176 I ong | xur_esp;
177 I ong | xur_xss;

178 } I x_user_regs_t;

180 typedef struct |x_user {

181 | x_user_regs_t |xu_regs;
182 int |xu_fpvalid;

183 I x_user_fpregs_t | xu_i387;
184 ul ong_t | xu_tsize;

185 ul ong_t | xu_dsi ze;

186 ul ong_t | xu_ssi ze;

187 ulong_t | xu_start_code;
188 ulong_t | xu_start_stack;
189 I ong | xu_signal ;

190 int |xu_reserved;

191 I x_user_regs_t *I|xu_ar0;

192 | x_user _fpregs_t *l|xu_fpstate;
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198
199
200
201
202
203
204
205

207
208
209
210

ul ong_t | xu_magi c;

char | xu_comni 32];

int |xu_debugreg[8];
} I'x_user_t;

typedef struct ptrace_nonitor_map {
struct ptrace_nonitor_map *pnmm next;
pid_t pnm.ononitor;
pid_t pnmtarget;
pid_t pmm pid;
lwpid_t pmm.| wpid;
uint _t pnm.exiting;
} ptrace_nonitor_nmap_t;

next pointer */

nmoni tor child process */
traced Linux pid */
Solaris pid */

Solaris lwid */

det ached */

—~———— —
* Ok ok k Kk ok

typedef struct ptrace_state_map {

struct ptrace_state_nap *psm next; /* next pointer */
pid_t psm pi d; /* Solaris pid */
uintptr_t psm debugr eg[ 8] ; /* debug registers */

} ptrace_state_nap_t;

static ptrace_nonitor_nap_t *ptrace_nonitor_map = NULL;
static ptrace_state_map_t *ptrace_state_map = NULL;
static mutex_t ptrace_map_ntx = DEFAULTMJTEX;

extern void *_START_;

static sigset_t bl ockabl e_sigs;

#pragnme init(ptrace_init)
voi d

223 ptrace_init(void)

224

225 (void) sigfillset(&blockable_sigs);

226 (voi d) sigdel set (&bl ockabl e_sigs, SICGKILL);

227 (voi d) sigdel set (&bl ockabl e_sigs, SIGSTOP);

228 }

230 /*

231 * Gven a pid, open the naned file under /native/proc/<pi d> nanme using the
232 * given node.

233 */

234 static int

235 open_procfile(pid_t pid, int node, const char *namne)

236 {

237 char pat h[ MAXPATHLEN] ;

239 (void) snprintf(path, sizeof (path), "/nativel/proc/ %/ %", pid, nane);
241 return (open(path, node));

242 }

244 | *

245 * Gven a pid and Iwid, open the naned file under

246 * [native/ proc/ <pi d>/ <l wpi d>/ nane using the given node.

247

248 static int

249 open_l wpfile(pid_t pid, Iwpid_t Iwid, int node, const char *nane)

250 {

251 char pat h[ MAXPATHLEN] ;

253 (void) snprintf(path, sizeof (path), "/native/proc/ %/ | wp/ %/ %",
254 pid, lwid, nane);

256 return (open(path, node));

257 }
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259 static int
260 get_status(pid_t pid, pstatus_t *psp)

261 {

262 int fd;

264 if ((fd = open_procfile(pid, O RDONLY,
265 return (-ESRCH);

267 if (read(fd, psp, sizeof (pstatus_t)) !
268 (void) close(fd);

269 return (-ElO;

270 }

272 (void) close(fd);

274 return (0);

275 }

277 static int

"status")) < 0)

= sizeof (pstatus_t)) {

278 get _|wpstatus(pid_t pid, Iwpid_t Iwpid, Iwpstatus_t *Isp)

279 {

280 int fd;

282 if ((fd = open_lwpfile(pid, Iwpid, ORDONLY, "lwpstatus")) < 0)
283 return (-ESRCH);

285 if (read(fd, |sp, sizeof (lwpstatus_t)) != sizeof (lwpstatus_t)) {
286 (void) close(fd);

287 return (-EIO;

288 }

290 (void) close(fd);

292 return (0);

293 }

295 static uintptr_t

296 syscall _regs(int fd, uintptr_t fp, pid_t pid)

return address that corresponds
This relies on the

raced process is the same as the
this is true of all processes

library in the traced process
reading in the program header

the p_vaddr nenber. W use

"auxv")) < 0)

297 {

298 uintptr_t addr, done;

299 struct frame fr;

300 auxv_t auxv;

301 int afd;

302 El f 32_Phdr phdr;

304 /*

305 * Try to wal k the stack | ooking for a
306 * to the traced process’s |x_enul ate_done synbol .
307 * fact that the brand library in the t
308 * brand library in this process (indeed,
309 * in a given branded zone).

310 */

312 /*

313 * Find the base address for the brand
314 * by grabbing the AT_PHDR auxv entry,
315 * at that location and subtracting off
316 * this to conpute the location of |x_enulate done in the traced
317 * process.

318 */

319 if ((afd = open_procfile(pid, O RDONLY,
320 return (0);

322 do {

323 if (read(afd, &auxv,

324 (void) close(afd);

si zeof (auxv)) != sizeof (auxv)) {
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363
364
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376
377
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383
384
385
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387
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390

return (0);
}
} while (auxv.a_type != AT_PHDR);
(void) close(afd);

if (pread(fd, &phdr, sizeof (phdr),
| x_debug(“"failed to read brand |ibrary’s phdr");

return (0);
}
addr = auxv.a_un.a_val - phdr.p_vaddr;
done = (uintptr_t)& x_enul ate_ done - (UI ntptr_t)& START_ + addr;

fr.fr_savfp = fp;

do {
addr = fr.fr_savfp;
if (pread(fd, & r, sizeof (fr), addr) != sizeof (fr)
| x_debug("ptrace read failed for stack wal k"
return (0);

)
k")

}

if (addr >= fr.fr_savfp) {
| x_debug("ptrace stack not nonotonically increasing "
"% % (Y%)", addr, fr.fr_savfp, done);
return (0);
}
} while (fr.fr_savpc != done);
/*
* The first argunent to I x_enulate is known to be an | x_regs_t
* structure and the ABl specifies that it will be placed on the stack
* immedi atel y preceeding the return address.
*
/
addr += sizeof (fr);
if (pread(fd, &addr, sizeof (addr), addr) != sizeof (addr)) {
| x_debug("ptrace stack failed to read register set address");

return (0);
}
return (addr);
}
static int

Iwpid_t Iwpid, Ix_user_regs_t *rp)
| wpstatus_t status;

uintptr_t addr;

int fd, ret;

?et regs(pid_t pid,

if ((ret = get_|wpstatus(pid,
return (ret);

Iwpid, &tatus)) !=0)

if ((fd = open_procfile(pid, O RDONLY,
return (-ESRCH);

"as")) < 0)

*

* If we find the syscall regs (and are therefore in an enul ated
* syscall, use the register set at given address. Otherw se, use the
* registers as reported by /proc.

*/

if ((addr = syscall _regs(fd,
I x_regs_t regs;

status.pr_reg[EBP], pid)) !=0) {

if (pread(fd, &regs, sizeof (regs), addr) != sizeof (regs)) {

auxv.a_un.a_val) != sizeof (phdr)) {
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391 (void) close(fd);

392 I x_debug("ptrace failed to read register set");
393 return (-EIO;

394 }

396 (void) close(fd);

398 rp->l xur_ebx = regs.|xr_ebx;

399 rp->l xur_ecx = regs.|xr_ecx;

400 rp->l xur_edx = regs. | xr_edx;

401 rp->l xur_esi = regs. | xr_esi;

402 rp->l xur_edi = regs.|xr_edi;

403 rp->l xur_ebp = regs.|xr_ebp;

404 rp->l xur_eax = regs. | xr_eax;

405 rp->l xur_xds = status. pr. reg[ DS] ;

406 rp->l xur_xes = status.pr_reg| ES] ;

407 rp->l xur_xfs = status.pr_reg[FS];

408 rp->l xur_xgs = regs. | xr_gs;

409 rp->l xur_orig_eax = regs.|xr_orig_eax;

410 rp->l xur_eip = regs.|xr_eip;

411 rp->l xur_xcs = status.pr_reg[CS];

412 rp->l xur_eflags = status. pr_reg[ EFL];

413 rp->l xur_esp = regs. | xr_esp;

414 rp->l xur_xss = status.pr_reg[SS];

416 } else {

417 (void) close(fd);

419 rp->l xur_ebx = status.pr_reg[ EBX];

420 rp->l xur_ecx = status.pr_reg[ ECX];

421 rp->l xur_edx = status. pr_reg[ EDX];

422 rp->l xur_esi = status.pr_reg[ESI];

423 rp->l xur_edi = status.pr_reg[EDI];

424 rp->l xur_ebp = status. pr_reg[ EBP];

425 rp->l xur_eax = status. pr_reg[ EAX];

426 rp->l xur_xds = status. pr_reg[DS];

427 rp->l xur_xes = status.pr_reg[ES];

428 rp->l xur_xfs = status.pr_reg[FS];

429 rp->l xur_xgs = status.pr_reg[CS];

430 rp->l xur_orig_eax = 0;

431 rp->l xur_eip = status.pr_reg[ElP];

432 rp->l xur_xcs = status.pr_reg[CS];

433 rp->l xur_eflags = status. pr_reg| EFL]

434 rp->l xur_esp = status.pr_reg[ UESP] ;

435 rp->l xur_xss = status.pr_reg[SS];

437 1=

438 * If the target process has just returned fromexec, it’'s not
439 * going to be sitting in the enulation function. In that case
440 * we need to manual ly fake up the values for %ax and orig_eax
441 * to indicate a successful return and that the traced process
442 * had cal | ed execve (respectively).

443 *

444 if (status.pr_why == PR SYSEXIT &&

445 status. pr_what == SYS_execve) {

446 rp->l Xur_eax = 0;

447 rp->l xur_orig_eax = LX _SYS execve;
448 }

449 }

451 return (0);

452 }

454 static int

455 setregs(pid_t pid, Iwpid_t Iwid, const |x_user_regs_t *rp)

456 {
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long ctl[1 + sizeof (prgregset_t) / sizeof (long)];

| wpst at us_t
uintptr_t
int fd, ret;

if ((ret = get

st at us;
addr ;

_lwpstatus(pid,

return (ret);

if ((fd = open_procfile(pid, O RDWR
ESRCH) ;

return (

syscal |,

* ok k& k%

If we find the syscall

if ((addr = syscall_re
I x_regs_t

regs. | xr_ebx
regs. | xr_ecx
regs. | xr_edx
regs. | xr_esi
regs. | xr_edi
regs. | xr_ebp
regs. | xr_eax

regs. | xr_gs
regs. | xr_orig

regs. | xr_eip
regs. | xr_esp

gs(fd,

regs;

gs =

r p- >l xur _ebx;
rp- >l xur_ecx;
rp- >l xur _edx;
rp->l xur_esi;
rp->l xur_edi ;
r p- >l xur _ebp;
rp- >l xur_eax;
rp->l xur _xgs;

| wpi d, &status))

1= 0)

"as")) < 0)

status. pr_reg[ EBP],

regi ster val ues;

eax = rp->lxur_orig_eax;

rp- >l xur _ei p;
rp- >l xur_esp;

if (pwite(fd, &regs,

}
(voi d)

stat us.
status.
status.p
status.p
status.
status.

} else {
(voi d)

status.
stat us.
status.
status.
status.
stat us.
st at us.
stat us.
status.
status.
st at us.
status.
status.
status.
stat us.
status.

(void) close

(fd

s; zeof (regs),

addr)

pi d))

regs (and are therefore in an enul ated
nodi fy the register set at given address and set the
remai ning regi sters through the /proc interface.
the /proc interface to set

O herw se j ust

1=0) {

I x_debug("ptrace failed to wite register set");
return (-ElIO;

close(fd);

pr_reg[
pr _reg[ ES]

DS
|
_reg[ FS]
=

_r eg|
pr_reg[ EFL] =
pr_reg[SS] =

close(fd);

pr _reg[ EBX]
pr_reg[ ECX]
pr_r eg[ EDX]
pr_reg[ ESI]
pr_reg[ EDI ]
pr_reg[ EBP]
pr_r eg[ EAX]
pr_reg[ DS]
pr_reg[ ES]
pr_reg[ FS]
pr_reg[ GS]
pr_reg[EIP] =
pr_reg[CS] =
pr_reg[ EFL] =
pr_r eg[ UESP]

pr_reg[SS] =

rp->l xur _xds;
rp- >l xur _xes;
rp- >l xur _xfs;
rp- >l xur _xcs;

rp->l xur _efl ags;

rp- >l xur _xss;

rp- >l xur _ebx;
rp- >l xur _ecx;
rp- >l xur _edx;
rp->l xur _esi;
rp->l xur _edi;
rp- >l xur _ebp;
rp- >l xur _eax;
rp >| xur _xds;

rp- >l xur _xes;

rp- >l xur _xfs;
rp- >l xur _xgs;
rp->l xur _eip;
rp- >l xur _xcs;

rp- >l xur _ef | ags;
= rp->| xur_esp;

rp->l xur _xss;

use

1= sizeof (regs)) {
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523 status. pr_reg[SS] = rp->l xur_xss;

524 1

526 if ((fd = open_Iwpfile(pid, Iwid, OWONY, "lwpctl")) < 0)
527 return (-ESRCH);

529 ctI[0] = PCSREG

530 bcopy(status.pr_reg, &ctl[1], sizeof (prgregset_t));
532 if (wite(fd, &ctl, sizeof (ctl)) !'= sizeof (ctl)) {
533 (void) close(fd);

534 return (-ElIO;

535 }

537 (void) close(fd);

539 return (0);

540 }

542 static int
543 getfpregs(pid_t pid, Iwid_t Iwpid, |x_user_fpregs_t *rp)
544 {

545 | wpstatus_t status;

546 struct _fpstate *fp;

547 char *data;

548 int ret, i;

550 if ((ret = get_lwpstatus(pid, lwpid, &tatus)) != 0)
551 return (ret);

553 fp = (struct _fpstate *)&status. pr_fpreg.fp_reg_set.fpchip_state;
558 rp->l xuf _cwd = fp->cw

556 rp->l xuf _swd = fp->sw

557 rp->l xuf _twd = fp->tag;

558 rp->l xuf _fip = fp->ipoff;

559 rp->l xuf _fcs = fp->cssel;

560 rp->l xuf _foo = fp->dataoff;

561 rp->l xuf _fos = fp->datasel;

563 /*

564 * The Linux structure uses 10 bytes per floating-point register.
565 */

566 data = (char *)&rp->l xuf _st_space[0];

567 for (i =0; i < 8; i++)

568 bcopy(&f p->_st[i], data, 10);

569 data += 10;

570 1

572 return (0);

573 }

575 static int
576 setfpregs(pid_t pid, Ilwid_t Iwpid, const |x_user_fpregs_t *rp)
577 {

578 | wpstatus_t status;

579 struct {

580 I ong cnd;

581 prfpregset _t regs;

582 } ctl;

583 struct _fpstate *fp = (struct _fpstate *)&ctl.regs;
584 char *dat a;

585 int ret, i, fd;

587 if ((ret = get_lwpstatus(pid, |wpid, &status)) != 0)

588 return (ret);
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590 bcopy(&status. pr_fpreg, &ctl.regs, sizeof (ctl.regs));

592 fp->cw = rp->l xuf _cwd;

593 fp->sw = rp->l xuf _swd;

594 fp->tag = rp->l xuf tvvd

595 f p- >i pof f = rp- >| xuf f|p

596 fp->cssel = rp->lxuf_fcs;

597 fp->dataof f = rp->l xuf_foo;

598 f p- >dat asel = rp->| xuf_fos;

600 /*

601 * The Linux structure uses 10 bytes per floating-point register.
602 */

603 data = (char *)&rp->l xuf _st_space[ 0] ;

604 for (i =0; i <8; i++) {

605 bcopy(data, & p->_st[i], 10);

606 data += 10;

607 1

609 if ((fd = open_Iwpfile(pid, Iwid, OWONLY, "lwpctl")) < 0)
610 return (-ESRCH);

612 ctl.cmd = PCSFPREG

613 if (wite(fd, &ctl, sizeof (ctl)) != sizeof (ctl)) {

614 (void) cl ose(fd)

615 return (-EIO;

616 }

618 (void) close(fd);

620 return (0);

621 }

624 static int

626
627
628
629

631
632

634

636
637
638
639
640
641
642
643
644

646
647
648
649
650
651

653
654 }

625 getfpxregs(pid_t pid, Iwpid_t Iwpid, |x_user_fpxregs_t *rp)
{

| wpstatus_t status;
struct _fpstate *fp,
int ret, i;

if ((ret = get_lwpstatus(pid, |wpid, &status)) != 0)
return (ret);

fp = (struct _fpstate *)&status.pr_fpreg.fp_reg_set.fpchip_state;

rp- >l xux_f oo
rp->l xux_f os
r p- >l xux_nxcs

f p- >dat aof f;
f p- >dat asel ;
= status. pr_fpreg.fp_reg_set.fpchip_state. nxcsr;

rp->l xux_cwd = (uintl6_t)fp->cw
rp->l xux_swd = (uintl6_t)fp->sw,
rp->l xux_twd = (uintl6_t)fp->tag
rp->l xux_fop = (uint16_t) (fp- >csse| >> 16);
rp->l xux_fip = fp->ipoff;
rp->l xux_fcs = (uintl1l6_t)fp->cssel;
r

bcopy(fp->xmm rp->l xux_xmm space, sizeof (rp->lxux_xnmspace));
bzero(r p— >| xux_st _space, sizeof (rp->|xux_st_space));
for (i =0; i <8; I++
bcopy(&f p-> st[i], & p->lxux_st_space[i * 4],
) sizeof (fp->_st[i]));

return (0);
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656 static int

657 setfpxregs(pid_t pid, lwid_t Iwpid, const |Ix_user_fpxregs_t *rp)
658 {

659 I wpstatus_t status;

660 struct {

661 I ong cnd;

662 prfpregset _t regs;

663 ctl;

664 struct _fpstate *fp = (struct _fpstate *)&ctl.regs;

665 int ret, i, fd;

667 if ((ret = get_|wpstatus(pid, |wpid, &tatus)) != 0)

668 return (ret);

670 bcopy(&status. pr_fpreg, &ctl.regs, sizeof (ctl.regs));
672 fp->cw = rp->l xux_cwd;

673 fp->sw = rp->l xux_swd;

674 fp->tag = rp->l xux_twd;

675 fp->ipoff = rp->lxux_fip;

676 fp->cssel = rp->Ixux_fcs | (rp->lxux_fop << 16);

677 f p- >dat aof f = rp->| xux_f oo;

678 f p- >dat asel = rp->| xux_fos;

680 bcopy(rp->l xux_xmm space, fp->xmm sizeof (rp->lxux_xnm space));
681 for (i =0; i <8; i++)

682 bcopy( & p- >l xux_st _space[i * 4], & p->_st[i],
683 si zeof (fp->_st[i]));

684 }

686 if ((fd = open_lwpfile(pid, Iwid, OWRONLY, "lwpctl")) < 0)
687 return (-ESRCH);

689 ctl.cnd = PCSFPREG

690 if (wite(fd, &ctl, sizeof (ctl)) !'= sizeof (ctl)) {

691 (void) close(fd);

692 return (-EIO;

693 }

695 (void) close(fd);

697 return (0);

698 }

700 /*

701 * Solaris does not allow a process to manipulate its own or sone
702 * other process’s debug registers. Linux ptrace(2) allows this
703 * and gdb nanipul ates themfor its watchpoint inplenentation.
704 *

705 * W keep a pseudo set of debug registers for each traced process
706 * and map their contents into the appropriate PCWATCH / proc

707 * operations when they are activated by gdb.

708 *

709 * To understand how the debug registers work on x86 machi nes,
710 * see section 13.1 of the AVD x86-64 Architecture Progranmer’s
711 * Manual, Volune 2, System Programm ng.

712 */

713 static uintptr_t *

714 debug_registers(pid_t pid)

715 {

716 ptrace_state_map_t *p;

718 (void) mutex_| ock(&trace_map_ntx);

719 for (p = ptrace_state_map; p != NULL; p = p->psmnext) {
720 if (p->psmpid == pid)

11
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721 br eak;

722 1

723 if (p==NUL & (p = malloc(5|zeof (*p)))
724 bzero(p, sizeof ( p));

725 p->psmpid = p

726 p- >psm next = ptrace_stat e_map;
727 p- >psm debugreg[ 6] = OxffffOffO;
728 ptrace_state_nap = p;

729

730 (voi d) mutex_unl ock(&trace_map_ntx);

731 return (p !'= NULL? p->psmdebugreg : NULL);
732 }

734 static void

735 free_debug_registers(pid_t pid)

736 {

737 ptrace_state_map_t **pp;

738 ptrace_state_map_t *p;

740 /* ASSERT( MUTEX_HELD( &t r ace_map_nt x) */
741 for (pp = &trace_state rmp (p =*pp) !'=
742 if (p- >psmp|d== d) {

743 *pp = p- >psm_next;

744 free(p);

745 br eak;

746 }

747 1

748 }

750 static int

751 setup_wat chpoints(pid_t pid, uintptr_t *debugreg)

752 {

753 int dr7 = debugreg[7];

754 int Irw

755 int fd;

756 size_t size = NULL;

757 prwat ch_t prwatch[4];

758 I nt nwat ch;

759 int i;

760 int wflags = NULL;

761 int error;

762 struct {

763 long req;

764 prwat ch_t prwatch;

765 } ctl;

767 /* find all watched areas */

768 if ((fd = open_procfile(pid, O RDONLY,
769 return (-ESRCH);

770 nwat ch = read(fd, prwatch

771 (void) close(fd);

772 if ((fd = open_| procflle(pld O WRONLY, "ct
773 return (-ESRCH);

774 /* clear all watched areas */

775 for (i =0; i < nwatch; i++) {

776 ctl.req = PCWATCH;

777 ctl.prwatch = prwatch[i];

778 ctl.prwatch. pr_wflags = O;
779 if (wite(fd, &ctl, S|zeof (ctl))
780 error = -errn

781 (voi d) cI ose(f d)

782 return (error);

783 }

784 }

785 /* establish all new watched areas */
786 for (i =0; i <4; i++) {

= NULL) {

/* read as ones */

NULL; = &p->psmnext) {

"watch")) < 0)

si zeof (prwatch)) / sizeof (prwatch_t);

")) < 0)

= sizeof (ctl)) {

12
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787 if ((dr7&(1 << (2 *1i))) ==0) /* enabl ed? */
788 conti nue;

789 lrw= (dr7 >>(16+(4* i))) & Oxf;

790 switch (Irw>>2) { /* length */

791 case 0: size = 1; break;

792 case 1. size = 2; break;

793 case 2: size = 8; break;

794 case 3: size = 4; break;

795

796 swtch (Irw&0x3) { /* node */

797 case wf | ags WA_EXEC; break;

798 case 1: w |l ags = WA WRI TE; break

799 case 2: conti nue;

800 case 3: wWlags = WA_READ | WA_WRI TE; break;
801 }

802 ctl.req = PCWATCH;

803 ctl.prwatch. pr_vaddr = debugreg[i];

804 ctl.prwatch. pr_size = size;

805 ctl.prwatch. pr_wflags = wilags | WA TRAPAFTER,
806 if (wite(fd, &ctl sizeof (ctl)) !'= sizeof (ctl)) {
807 error = -errn

808 (void) cl ose(f d)

809 return (error);

810 }

811 }

812 (void) close(fd);

813 return (0);

814 }

816 /*

817 * Returns TRUE if the process is traced, FALSE otherwise. This is only true
818 * if the process is currently stopped, and has been traced usi ng PTRACE TRACEME
819 * or PTRACE_ATTACH.

820 */

821 static int

822 is_traced(pid_t pid)

823 {

824 ptrace_nonitor_nmap_t *p;

825 pstatus_t status;

827 if (get_status(pid, &status) != 0)

828 return (0),

830 if ((status.pr_flags & PR PTRACE) &&

831 (status.pr_ppid == getpid()) &&

832 (status.pr_lwp.pr_flags & PR | STOP))

833 return (1);

835 (void) mutex_l ock(&ptrace_map_ntx);

836 for (p = ptrace_monitor_map; p != NULL p = p->pnm.next) {
837 if (p->pnmtarget == pid) {

838 (void) mutex_unl ock(&ptrace_map_ntx) ;
839 return (1);

840 }

841 }

842 (voi d) mutex_unl ock(&trace_map_ntx);

844 return (0);

845 }

847 static int

848 ptrace_trace_comon(int fd)

849 {

850 struct {

851 I ong cnd;

852 uni on {
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This is the equival ent of:

nt is trying to request behavior
ed. W don’t support this node

but there’s
to fail just so.

853 I ong flags;

854 si gset _t signals;

855 fltset_t faults;

856 } arg;

857 } ctl;

858 size_t size;

860 ctl.cnd = PCSTRACE;

861 priillset(&ctl.arg.signals);

862 size = sizeof (long) + si zeof (sigset_t);
863 if (wite(fd, &ctl, size) != size)

864 return(-l);

866 ctl.cmd = PCSFAULT;

867 prerrpt yset (&ctl.arg.faults);

868 size = sizeof (long) + si zeof (fltset_t);
869 if (wite(fd, &ctl, size) != size)

870 return (—1)

872 ctl.cmd = PCUNSET

873 ctl. argflags—PR FORK;

874 size = sizeof (long) + sizeof (long);

875 if (wite(fd, &ctl, size) != size)

876 return(-l);

878 return (0);

879 }

881 /*

882 * Notify that parent that we wish to be traced.
883 *

884 * 1. Stop on all signals, and nothi ng el se
885 * 2. Turn off inherit-on-fork flag

886 * 3. Set ptrace conpatible flag

887 *

888 * If we are not the main thread, then the clie
889 * by which one of its own thread is to be trac
890 * of operation.

891 */

892 static int

893 ptrace_tracene(void)

894 {

895 int fd, ret;

896 int error;

897 long ctl[2];

898 pstatus_t status;

899 pid_t pid = getpid();

901 if (_lwp_self() !'=1) {

902 | x_unsuppor t ed(get t ext (

903 "thread % cal | i ng PTRACE_TRACEME i s unsupported"),
904 Iwp_sel f());

905 return (- ENOTSUP):

906 }

908 if ((ret = get_status(pid, &status)) != 0)
909 return (ret);

911 /*

912 * Way would a process try to do this twice? |’mnot sure,
913 * a conformance test which wants this
914 */

915 if (status.pr_flags & PR _PTRACE)

916 return (-EPERM;

918 if ((fd = open_procfile(pid, OWRONLY,

"ctl")) < 0)
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919 return (-errno);

921 ctl[0] = PCSET;

922 ctI[1] = PR PTRACE;

923 error = 0;

924 if (wrlte(fd ctl, sizeof (ctl)) !'= sizeof (ctl) ||

925 ptrace_trace_common(fd) != 0)

926 error = -errno;

928 (void) close(fd);

929 return (error);

930 }

932 /*

933 * Read a word of data fromthe given address. Because this is a process-w de
934 * action, we don't need the |wpid.

935 */

936 static int

937 ptrace_peek(pid_t pid, uintptr_t addr, int *ret)

938 {

939 int fd, data;

941 if (lis_traced(pid))

942 return (-ESRCH);

944 if ((fd = open_procfile(pid, ORDONLY, "as")) < 0)

945 return (-ESRCH);

947 if (pread(fd, &data, sizeof (data), addr) != sizeof (data)) {
948 (void) cl ose(fd)

949 return (-ElO;

950 1

952 (void) close(fd);

954 if (uucopy(&data, ret, sizeof (data)) != 0)

955 return (-errno);

957 return (0);

958 }

960 #define LX_USER_BOUND( M) \

961 (of fsetof (I x_user_t, m + sizeof (((Ix_user_t *)NULL)->m))

963 static int

964 ptrace_peek_user(pid_t pid, lwid_t Iwpid, uintptr_t off, int *ret)
965 {

966 int err, data;

967 uintptr_t *debugreg;

968 int dreg;

970 if (lis_traced(pid))

971 return (-ESRCH);

973 /*

974 * The offset specified by the user is an offset into the Linux
975 * user structure (seriously). Rather than constructing a full
976 * user structure, we figure out which part of the user structure
977 * the offset is in, and fill in just that conponent.

978 *

979 if (off < LX USER BOUND(I xu_regs)) {

980 | x_user_regs_t regs;

982 if ((err = getregs(pid, |wid, &egs)) != 0)

983 return (err);

15
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985 data = *(int *)((uintptr_t)&egs + off -
986 of fset of (I x_user_t, Ixu_regs));

988 } else if (off < LX USER BCUND(Ixufpvalld)) {

989 I x_err(gettext("offset = %u\n"), off);

990 assert (0);

991 } else if (off < LX_USER_BCIJND(Ixu_i 387)) {

992 | x_user_fpregs_t regs;

994 if ((err = getfpregs(pid, Iwid, &egs)) != 0)
995 return (err);

997 data = *(int *)((uintptr t)&regs+off -

998 of fset of (I x_user_t, |xu_i387));

1000 } else if (off < LX USER BCUND(Ixut5|ze)) {

1001 I x_err(gettext("offset = %u\n"), off);

1002 assert (0);

1003 } else if (off < LX_USER . BOUND( | xu_dsi ze)) {

1004 Ix_err(gettext("offset = %4u\n"), off);

1005 assert (0);

1006 } else if (off < LX USER BOUND(I xu_ssi ze)) {

1007 Ix_err(gettext("offset = %4u\n"), off);

1008 assert(0);

1009 } else if (off < LX USER_BOUND( | xu_start_code)) {

1010 I x_err(gettext("offset = %u\n"), off);

1011 assert (0);

1012 } else if (off < LX_USER . BOUND( | xu_start_stack)) {

1013 I x_err(gettext("offset = %u\n"), off);

1014 assert (0);

1015 } else if (off < LX USER BOUND(I xu_signal)) {

1016 Ix_err(gettext("offset = %4u\n"), off);

1017 assert (0);

1018 } else if (off < LX_USER _ BOUND( | xu_reserved)) {

1019 Ix_err(gettext("offset = %4u\n"), off);

1020 assert(0);

1021 } else if (off < LX_USER . BOUND(| xu_ar0)) {

1022 I x_err(gettext("offset = %u\n"), off);

1023 assert (0);

1024 } else if (off < LX_USER . BOUND( | xu_fpstate)) {

1025 Ix_err(gettext("offset = %4u\n"), off);

1026 assert (0);

1027 } else if (off < LX USER BOUND(I xu_magi c))

1028 Ix_err(gettext("offset = %4u\n"), off);

1029 assert(0);

1030 } else if (off < LX_USER_BCUND(Ixu_conTr)) {

1031 I x_err(gettext("offset = %u\n"), off);

1032 assert(0);

1033 } else if (off < LX_ USER BOUND( I xu_debugreg)) {

1034 dreg = (off - offsetof (I x_user_t, Ixu_debugreg)) / sizeof (int);

1035 if (dreg ) /* aliased */

1036 eg = 6

1037 else if (dreg == 5) /* aliased */

1038 dreg = 7;

1039 if ((debugr eg debug_r egi sters(pid)) != NULL)

1040 data = debugreg[dreg];

1041 el se

1042 data = 0;

1043 } else {

1044 | x_unsupported(gettext(

1045 "unsupported ptrace % user offset: Ox¥%&\n"), "peek", off);

1046 assert(0);

1047 return (-ENOTSUP);

1048 }

1050 if (uucopy(&data, ret, sizeof (data)) != 0)
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1051 return (-errno);
1053 return (0);

1054 }

1056 /*

1057 * Wite a word of data to the given address. Because this is a process-w de
1058 * action, we don't need the Iwpid. Returns EINVAL if the address is not
1059 * word-aligned.

1060 */

1061 static int

1062 ptrace_poke(pid_t pid, uintptr_t addr, int data)

1063 {

1064 int fd;

1066 if ('lstraced(pld))

1067 return (-ES

1069 if (addr & 0x3)

1070 return (-EINVAL);

1072 if ((fd = open_procfile(pid, OWRONLY, "as")) < 0)
1073 return (-ESRCH);

1075 if (pwite(fd, &data, sizeof (data), addr) != sizeof (data)) {
1076 (void) close(fd);

1077 return (-EIO;

1078 }

1080 (void) close(fd);

1081 return (0);

1082 }

1084 static int
1085 ptrace_poke_user(pid_t pid, Iwpid_t Iwid, uintptr_t off, int data)

1086 {

1087 | x_user_regs_t regs

1088 int err = 0;

1089 uintptr_t *debugreg

1090 int dreg

1092 if (lis_traced(pid))

1093 return (-ESRCH);

1095 if (off & Ox3)

1096 return (-ElINVAL)

1098 if (off < offsetof(lx user_t, Ixu_regs) + sizeof (lx_user_regs_t)) {
1099 if ((err = getregs(pld Ilwpid, &egs)) !=0)

1100 return (err);

1101 *(int *)((uintptr t)&degs + of f -

1102 of fsetof (I x_user_t, |xu_regs)) = data;

1103 return (setregs(pid, prld &regs));

1104 }

1106 if (off >= offsetof (lx_user_t, |xu_debugreg) &&

1107 of f < offsetof (I x_user_t, |xu_debugreg) + 8 * sizeof (int)) {
1108 dreg = (off - offsetof (I x_user_t, I|xu_debugreg)) / sizeof (int);
1109 if (dreg 4) /* aliased */

1110 eg = 6;

1111 else if (dreg == 5) /* aliased */

1112 dreg =

1113 if ((debugreg debug reglsters(pld)) 1= NULL) {

1114 debugreg[dreg] = data

1115 if (dreg == 7)

1116 err = setup_wat chpoi nt s(pid, debugreg)
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1117 }

1118 return (err)

1119 }

1121 I x unsupported(gettext( unsupported ptrace % user offset
1122 "poke", off);

1123 assert(0);

1124 return (- ENOTSUP) ;

1125 }

1127 static int
1128 ptrace_cont_comon(int fd, int sig, int run, int step)

1129 {

1130 long ctl[1 + 1 + sizeof (siginfo_t) / sizeof (long) + 2];
1131 long *ctlp = ctl

1132 size_t size

1134 assert (0 <= sig & sig < LX NSI G ;

1135 assert(!step || run)

1137 I

1138 * Clear the current signal

1139 */

1140 *ctl p++ = PCCSI G

1142 /*

1143 * Send a signal if one was specified
1144 *

1145 if (sig!=0 &% sig != LX_SIGSTOP) {
1146 siginfo_t *infop

1148 *ctl p++ = PCSSI G

1149 infop = (siginfo_t *)ctlp;

1150 bzero(infop, sizeof (siginfo_t));
1151 infop->si_signo = ltos S|gno[5|g
1153 ctlp += sizeof (siginfo_t) / sizeof (long)
1154 }

1156 /*

1157 * |f run is true, set the |wp running.
1158 */

1159 if (run) {

1160 *ctl p++ = PCRUN,

1161 *ctlp++ = step ? PRSTEP : 0

1162 }

1164 size = (char *)ctlp - (char *)&ctI[0];
1165 assert(size <= sizeof (ctl));

1167 if (wite(fd, ctl, size) != size)

1168 | x_debug("failed to continue %", strerror(errno))
1169 return (-EIO;

1170 }

1172 return (0);

1173 }

1175 static int
1176 ptrace_cont_nonitor(ptrace_nonitor_map_t *p)

1177 {

1178 long ctl[2];

1179 int fd;

1181 fd = open_procfile(p->pmm nonitor, O WRONLY, "ctl");
1182 if (fd <0) {

oxo&\ n"),
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1183 | x_debug("failed to open nonitor ctl %",

1184 errno);

1185 return (-EIO;

1186 }

1188 ctI[0] = PCRUN

1189 ctlI[1] = PRCSIG

1190 if (wite(fd, ctl, sizeof (ctl)) != sizeof (ctl)) {

1191 (void) cl ose(fd)

1192 return (-ElIO;

1193 1

1195 (void) close(fd);

1197 return (0);

1198 }

1200 static int

1201 ptrace_cont(pid_t Ixpid, pid_t pid, Iwpid_t Iwid, int sig, int step)
1202 {

1203 ptrace_nonitor_nmap_t *p;

1204 uintptr_t *debugreg;

1205 int fd, ret;

1207 if ('|straced(p|d))

1208 return (-ES

1210 if (sig <0 || sig>=LXNSIGQ

1211 return (-EINVAL);

1213 if ((fd = open_lwpfile(pid, Iwid, OWRONLY, "lwpctl")) < 0)
1214 return (-ESRCH);

1216 if ((ret = ptrace_cont_comon(fd, sig, 1, step)) !=0) {
1217 (void) close(fd);

1218 return (ret);

1219 }

1221 (void) close(fd);

1223 /* kludge: use debugreg[4] to renenber the single-step flag */
1224 if ((debugreg = debug_registers(pid)) != NULL)

1225 debugreg[ 4] = step;

1227 *

1228 * Check for a nmonitor and get it moving if we find it. If any of the
1229 * [proc operations fail, we're kind of sunk so just return an error.
1230 */

1231 (void) mutex_l ock(&ptrace_map_ntx);

1232 for (p = ptrace_nonitor_map; p != NULL p = p->pnm.next) {
1233 if (p->pnmtarget == I xpid) {

1234 if ((ret = ptrace_cont_monitor(p)) != 0)
1235 return (ret);

1236 br eak;

1237 }

1238 }

1239 (voi d) mutex_unl ock(&trace_map_ntx);

1241 return (0);

1242 }

1244 | *

1245 * If a nonitor exists for this traced process, dispose of it.
1246 * First turn off its ptrace flag so we won't be notified of its
1247 * inpending demise. W ignore errors for this step since they
1248 * indicate only that the nonitor has been danaged due to pil ot
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1249
1250
1251
1252
1253
1254
1255

error.

wai t

structure so that

*/

& Then kill the nonitor,
* succeeds we can di spose of the corpse,
*
*

and wait for it.

call has collected it and we need to set a

static void

noni t or

1256 {

1257
1258
1259
1260

1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272

1274

1276
1277
1278
1279
1280
1281

1283
1284
1285
1286

1287 }

1289
1290

static i

ptrace_kill (pid_t

1291 {

1292

1294
1295

1297

1299
1300

1302
1303

1305
1306

}

static i

ptrace_step(pid_t

1307 {

1308
1309

1311
1312

1314

}

static i

ptrace_ m:)nltor
pid_t npid

int fd;

| ong ctI[Z];

_map_t *p,

“Kkill(pid t Ixpid, pid_t pid)

**pp;

if can be picked up in wait.

(void) mutex_| ock(&ptrace_nap_ntx);
free debug regi sters(pid);
for (pp = &ptrace_nonitor

if (p- >pmntarget
npid = p->pnmm noni tor;

}

if ((fd = open_| prochle(rrpi d, O WRO\WLY, "ctl"

_map;
= [ %

cti[0]
cti[1]

(voird) wite(fd,

(p = *pp) != NULL; pp

pid) {

= PCUNSET;
= PR_PTRACE;

(void) close(fd);

}

(void) kill(mpid, SIGKILL);

if (V\altp|d(rrp|d NULL, 0)

f
} else {

*pp = p-
ree(p);

>pmm _next ;

p->pmmexiting =

}

break;

(voi d) nutex_unl ock(&ptrace_map_ntx);

nt

int ret;

I xpid, pid_t pi

if (lis_traced(pid))
return (-ESRCH);

ret = kill(pid, SIGKILL);

/* kill off the nonitor

moni tor_kill (lxpid, pid);

return (ret);

nt

d)

process,

Ixpid, pid_t pid, Iwp

return (ptrace_cont(lxpid, pid,

nt

ptrace_getregs(pid_t pid, |lwid_t
1313 {

| x_user_regs_t

regs;

I wpi d,

if any */

id_t lwpid,
Iwpid, sig,

uintptr_t

If the wait

ot herwi se another thread's

flag in the

ctl, sizeof (ctl));

== npid) {

int sig)
1);

addr)

20

= &p->pmm next) {

)) >=0) {
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1315 int ret;

1317 if (lis_traced(pid))

1318 return (-ESRCH);

1320 if ((ret = getregs(pid, Ilwid, &egs)) != 0)

1321 return (ret);

1323 if (uucopy(& egs, (void *)addr, sizeof (regs)) != 0)
1324 return (-errno);

1326 return (0);

1327 }

1329 static int

1330 ptrace_setregs(pid_t pid, Iwpid_t Iwpid, uintptr_t addr)
1331 {

1332 | x_user_regs_t regs;

1334 if ('lstraced(pld))

1335 return (-ES

1337 if (uucopy((void *)addr, & egs, sizeof (regs)) != 0)
1338 return (-errno);

1340 return (setregs(pid, |wid, &regs));

1341 }

1343 static int

1344 ptrace_getfpregs(pid_t pid, Iwpid_t Iwid, uintptr_t addr)
1345 {

1346 | x_user_fpregs_t regs;

1347 int ret;

1349 if (lis_traced(pid))

1350 return (-ESRCH);

1352 if ((ret = getfpregs(pid, Iwpid, &egs)) !=0)
1353 return (ret);

1355 if (uucopy(&egs, (void *)addr, sizeof (regs)) != 0)
1356 return (-errno);

1358 return (0);

1359 }

1361 static int

1362 ptrace_setfpregs(pid_t pid, Iwpid_t Iwid, uintptr_t addr)
1363 {

1364 I x_user_fpregs_t regs;

1366 if (lis_traced(pid))

1367 return (-ESRCH);

1369 if (uucopy((void *)addr, &regs, sizeof (regs)) != 0)
1370 return (-errno);

1372 return (setfpregs(pid, |wid, &egs));

1373 }

1375 static int

1376 ptrace_getfpxregs(pid_t pid, Iwpid_t Iwpid, uintptr_t addr)
1377 {

1378 | x_user_fpxregs_t regs;

1379 int ret;
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1381 if (lis_ traced(pld))

1382 return (-E

1384 if ((ret = getfpxregs(pld Iwpid, &egs)) !=0)
1385 return (ret);

1387 if (uucopy(&egs, (void *)addr, sizeof (regs)) != 0)
1388 return (-errno);

1390 return (0);

1391 }

1393 static int
1394 ptrace_setfpxregs(pid_t pid, Ilwpid_t [wpid, uintptr_t addr)

1395 {

1396 | x_user_f pxregs_t regs;

1398 if (lis_traced(pid))

1399 return (-ESRCH);

1401 if (uucopy((void *)addr, &regs, sizeof (regs)) != 0)
1402 return (-errno);

1404 return (setfpxregs(pid, Iwid, &egs));

1405 }

1407 static void __ NORETURN
1408 ptrace_nonitor(int fd)

1409 {

1410 struct {

1411 I ong cnd;

1412 uni on {

1413 long flags;

1414 sigset _t signals;

1415 fltset_t faults;

1416 } arg;

1417 } ctl;

1418 size_t size;

1419 int nonfd;

1420 int rv;

1422 nonfd = open_procfile(getpid(), OWRONLY, "ctl");

1424 ctl.cnd = PCSTRACE; /* trace only S| GIRAP */

1425 prenptyset (&ctl . arg. si gnal s);

1426 praddset (&ctl.arg.signals, SIGIRAP);

1427 size = sizeof (long) + sizeof (sigset_t);

1428 (void) wite(nonfd, &ctl, size); /* can't fail */
1430 ctl.cnd = PCSFAULT;

1431 preert yset (&ctl.arg.faults);

1432 size = sizeof (long) + si zeof (fltset_t);

1433 (void) wite(nonfd, &ctl, size); /* can't fail */
1435 ctl.cnd = PCUNSET;

1436 ctl. argflags-PR FORK;

1437 size = sizeof (long) + sizeof (long);

1438 (void) wite(nonfd, &ctl, size); /* can't fail */
1440 ctl.cmd = PCSEl’ /* wait()able by the parent */
1441 ctl. arg. flags = PR _PTRACE;

1442 size = sizeof (long) + si zeof (long);

1443 (void) wite(nonfd, &ctl, size); /* can't fail */

1445 (void) close(nonfd);

22
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1447 ctl.cnmd = PCWSTOR; 1513 * that this operation will fail; any failure would probably be due
1448 size = sizeof (long); 1514 * to anot her /proc consuner nucking around.
1515 */
1450 for (;;) { 1516 if (ptrace_trace_common(fd) != 0) {
1451 1= 1517 free(p);
1452 * Wit for the traced process to stop. 1518 return ( El O ;
1453 */ 1519 }
1454 if (Write(fd &ctl, size) 1= size) {
1455 rv = (errno == ENCENT)? 0 : 1; 1521 /*
1456 | x_debug("nmonitor failed to wait for LWP to stop: %", 1522 * Native ptrace automatically catches processes when they exec so we
1457 strerror(errno)); 1523 * have to do that explicitly here.
1458 _exit(rv); 1524 “f
1459 } 1525 *ctl p++ = PCSEXIT;
1526 sysp = (sysset_t *)ctlp;
1461 | x_debug("nmoni tor caught traced LW"); 1527 ctlp += sizeof (sysset_t) / sizeof (long);
1528 prenptyset (sysp);
1463 /* 1529 praddset (sysp, SYS_execve);
1464 * Pull the ptrace trigger by sending ourself a SlIGIRAP. This 1530 1f (run)
1465 * will cause this, the nonitor process, to stop which wll 1531 *ct | p++ = PCRUN;
1466 * cause the parent’s waitid(2) call to return this process 1532 *ctl p++ = 0;
1467 *id. InIx_wait(), we remap the nonitor process’s pid and 1533 }
1468 * status to those of the traced LWP. Wen the parent process
1469 * uses ptrace to resune the traced LMWP, it will additionally 1535 size = (char *)ctlp - (char *)&ctI[0];
1470 * restart this process.
1471 */ 1537 if (wite(fd, ctl, size) != size) {
1472 (void) _Iwp_kill(_lw_self(), SIGIRAP); 1538 free(p);
1539 return (-EIO;
1474 | x_debug(" nonitor was resuned"); 1540 }
1475 }
1476 } 1542 /*
1543 * Spawn the nonitor proceses to notify this process of events of
1478 static int 1544 * interest in the traced process. W bl ock signals here both so
1479 ptrace_attach_common(int fd, pid_t Ixpid, pid_t pid, lwpid_t Iwpid, int run) 1545 * we're not interrupted during this operation and so that the
1480 { 1546 * nmonitor process doesn't accept signals.
1481 pid_t child; 1547 */
1482 ptrace_nonitor_map_t *p; 1548 (void) si gpr ocmask( Sl G_BLOCK, &bl ockabl e_si gs, &unbl ock);
1483 si gset _t unbl ock; 1549 if ((child = forkl()) == 0)
1484 pstatus_t status; 1550 ptrace_ronitor (fd);
1485 long ctl[1 + sizeof (sysset_t) / sizeof (long) + 2]; 1551 (void) sigprocmsk(SlG_ SEFIVASK &unbl ock, NULL);
1486 long *ctlp = ctl;
1487 size_t size; 1553 if (child == -1)
1488 sysset _t *sysp; 1554 I x debug( fal led to fork nmonitor process\n");
1489 int ret; 1555 free(p);
1556 return(—EIO);
1491 /* 1557 }
1492 * re going to need this structure so better to fail now before its
1493 * o late to turn back. 1559 p->pmm noni tor = child;
1494 * 1560 p->pmm t ar get = | xpi d;
1495 f ((p = malloc(sizeof (ptrace_nonitor_map_t))) == NULL) 1561 p->pmm pid = pid;
1496 return (-EIO; 1562 p->pmm | wpi d = | wpi d;
1563 p->pmm exiting = O;
1498 if ((ret = get_status(pid, &status)) != 0) {
1499 free( p); 1565 (void) nut ex_l ock( &t race_map_nt x) ;
1500 return (ret), 1566 p->pmm next = ptrace_ rroni tor_nap;
1501 } 1567 ptrace_nonitor_map =
1568 (voi d) “rmut ex_unl ock(&ptrace map_nt x) ;
1503 I*
1504 * If this process is already traced, bail. 1570 return (0);
1505 */ 1571 }
1506 if (status.pr_flags & PR PTRACE) {
1507 free(p); 1573 static int
1508 return (-EPERV; 1574 ptrace_attach(pid_t Ixpid, pid_t pid, Iwid_t |wpid)
1509 } 1575 {
1576 int fd, ret;
1511 [ 1577 long ctl;
1512 * Turn on the appropriate tracing flags. It’s exceedingly unlikely
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1579 /*

1580 * Linux doesn’t let you trace process 1 -- go figure.

1581 */

1582 if (Ixpid == 1)

1583 return (-EPERV;

1585 if ((fd = open_Iwpfile(pid, Iwid, OWONLY | OEXCL, "lwpctl")) < 0)
1586 return (errno == EBUSY ? -EPERM : -ESRCH);

1588 ctl = PCSTOP;

1589 if (mwite(fd, &ctl, sizeof (ctl)) !'= sizeof (ctl)) {

1590 I x_err(gettext("failed to stop %@/ %\ n"), (int)pid, (int)lwid);
1591 assert (0);

1592 }

1594 ret = ptrace_attach_common(fd, |xpid, pid, [wpid, 0);

1596 (void) close(fd);

1598 return (ret);

1599 }

1601 static int

1602 ptrace_detach(pid_t Ixpid, pid_t pid, Iwpid_t Iwpid, int sig)

1603 {

1604 long ctl[2];

1605 int fd, ret;

1607 if ('|straced(p|d))

1608 return (-ES

1610 if (sig <0]| sig>=LXNSIQ

1611 return (-EINVAL);

1613 if ((fd = open_lwpfile(pid, Iwid, OWRONLY, "lwpctl")) < 0)
1614 return (-ESRCH);

1616 /*

1617 * The /proc ptrace flag may not be set, but we clear it

1618 * uncondi tionally since doing so doesn’'t hurt anything.

1619 */

1620 ctl[0] = PCUNSET;

1621 ctl[1] = PR PTRACE

1622 if (mwite(fd, ctl, sizeof (ctl)) != sizeof (ctl)) {

1623 (void) cl ose(fd)

1624 return (-EIO;

1625 }

1627 /*

1628 * Clear the brand-specific systemcall tracing flag to ensure that
1629 * the target doesn't stop unexpectedly sonme tinme in the future.
1630 *

1631 if ((ret = syscall(SYS brand, B_PTRACE SYSCALL, pid, lwpid, 0)) !=0) {
1632 (void) close(fd);

1633 return (-ret);

1634 }

1636 /* kill off the monitor process, if any */

1637 moni tor_Kill (I xpid, pid);

1639 I*

1640 * Turn on the run-on-last-close flag so that all tracing flags will be
1641 * cleared when we close the control file descriptor.

1642 */

1643 ctl[0] = PCSET;

1644 tI[1] = PRRLG
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1645 if (wite(fd, ctl, sizeof (ctl)) !'= sizeof (ctl)) {
1646 (void) cl ose(fd)

1647 return (-EIO;

1648 }

1650 /*

1651 * Clear the current signal (if any) and possibly send the traced
1652 * process a new signal.

1653 */

1654 ret = ptrace_cont_common(fd, sig, 0, 0);

1656 (void) close(fd);

1658 return (ret);

1659 }

1661 static int
1662 ptrace_syscall (pid_t |Ixpid, pid_t pid, Iwpid_t Iwid, int sig)

1663 {

1664 int ret;

1666 if (lis_traced(pid))

1667 return (-ESRCH);

1669 if ((ret = syscall (SYS_brand, B_PTRACE_SYSCALL, pid, Iwpid, 1))
1670 return (-ret);

1672 return (ptrace_cont(lxpid, pid, Iwid, sig, 0));

1673 }

1675 int

1676 | x_ptrace(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4)
1677 {

1678 pid_t pid, Ixpid = (pid_t)p2;

1679 Iwpid_t | wpid;

1681 if ((pl != LX_PTRACE_TRACEME)

1682 (Ix Ipldto spair (Il xpid, &pld & wpid) < 0))

1683 return (-ESRCH);

1685 switch (pl) {

1686 case LX_PTRACE_TRACEME:

1687 return (ptrace_tracene());

1689 case LX_PTRACE_PEEKTEXT:

1690 case LX_PTRACE_PEEKDATA:

1691 return (ptrace_peek(pid, p3, (int *)p4));

1693 case LX_PTRACE_PEEKUSER:

1694 return (ptrace_peek_user(pid, Iwid, p3, (int *)p4));
1696 case LX_PTRACE POKETEXT:

1697 case LX_PTRACE_POKEDATA:

1698 return (ptrace_poke(pid, p3, (int)p4));

1700 case LX_PTRACE_POKEUSER:

1701 return (ptrace_poke_user(pid, lwpid, p3, (int)p4));
1703 case LX_PTRACE_CONT:

1704 return (ptrace_cont(lxpid, pid, Iwid, (int)p4, 0));
1706 case LX_PTRACE_KILL:

1707 return (ptrace_kill (Ixpid, pid));

1709 case LX_PTRACE_SI NGLESTEP:

1710 return (ptrace_step(lxpid, pid, Iwid, (int)p4));

1= 0)
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1712
1713

1715
1716

1718
1719

1721
1722

1724
1725

1727
1728

1730
1731

1733
1734

1736
1737

1739
1740
1741
1742

1744
1745

1747
1748
1749
1750
1751
1752
1753
1754

1756
1757

1759
1760
1761
1762
1763
1764
1765

1767
1768
1769
1770
1771
1772
1773
1774
1775
1776

}

voi d

case LX_PTRACE GETREGS:
return (ptrace_getregs(pid, lwpid, p4));

case LX PTRACE_SETREGS:
return (ptrace_setregs(pid, lwpid, p4));

case LX_PTRACE_CETFPREGS:
return (ptrace_getfpregs(pid, |wid, p4));

case LX_ PTRACE_SETFPREGS:
return (ptrace_setfpregs(pid, [wpid, p4));

case LX_PTRACE_ATTACH:
return (ptrace_attach(lxpid, pid, [wpid));

case LX_PTRACE_DETACH:
return (ptrace_detach(lxpid, pid, Iwid, (int)p4));

case LX_PTRACE_CETFPXREGS:
return (ptrace_getfpxregs(pid, |wid, p4));

case LX PTRACE_ SETFPXREGS:
return (ptrace_setfpxregs(pid, Iwid, p4));

case LX PTRACE_SYSCALL:
return (ptrace_syscall (Ixpid, pid, lwid, (int)p4));

defaul t:
return (-EINVAL);
}

I x_ptrace_fork(void)
1746 {

}

/
Send a special signal (that has no Linux equivalent) to indicate
that we’'re in this particularly special case. The signal will be
ignored by this process, but noticed by /proc consuners tracing
this process.

* ok k& k%

(void) _Iwp kill(_lwp_self(), SIGMITING;

static void
ptrace_catch_fork(pid_t pid, int nonitor)
1758 {

long ctl[14 + 2 * sizeof (sysset_t) / sizeof (long)];
long *ctlp;

sysset _t *sysp;

size_t size;

pstatus_t ps;

pid_t child;

int fd, err;

/
If any of this fails, we're really sunk since the child
will be stuck in the mddle of Ix_ptrace_fork()
Fortunately it’s practically assured to succeed unl ess
sonmething I's seriously wong on the system

* ok ok ok ¥

*/
if ((fd = open_ procflle(pld O WRONLY, "ctl")) < 0)
| x_debug("Ix_catch _fork: failed to control %",

(int)pid);
return;
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1777 }

1779 /*

1780 * Turn off the /proc PR_ PTRACE flag so the parent doesn't get
1781 * spurious wake ups while we’'re working our dark magic. Arrange to
1782 * catch the process when it exits fromfork, and turn on the /proc
1783 * inherit-on-fork flag so we catcht the child as wel|. Vé then run
1784 * the process, wait for it to stop on the fork1(2) call and reset
1785 * the tracing flags to their original state.

1786 */

1787 ctlp = ctl;

1788 *ctl p++ = PCCSI G

1789 if (!'monitor) {

1790 *ctl p++ = PCUNSET,;

1791 *ctl p++ = PR _PTRACE

1792

1793 *ctl p++ = PCSET;

1794 *ctlp++ = PR_FORK

1795 *ctl p++ = PCSEXI T,

1796 sysp (sysset_t *)ctlp

1797 ctlp += sizeof (sysset t) | sizeof (long);

1798 premptyset (sysp);

1799 praddset (sysp, sYs , forksys); /* forkl() is forksys(0, 0) */
1800 *ctl p++ = PCRUN,

1801 *ctl p++ = 0;

1802 *ctl p++ = PCWSTOR;

1803 if (!monitor) {

1804 *ctl p++ = PCSET;

1805 *ctl p++ = PR_PTRACE;

1806

1807 *ct| p++ = PCUNSET;

1808 *ctl p++ = PR_FORK;

1809 *ctlp++ = PCSEXIT;

1810 sysp = (sysset_t *)ctlp;

1811 ctlp += sizeof (sysset_t) / sizeof (long);

1812 pr enpt yset(sysp)

1813 i1f (monitor)

1814 praddset (sysp, SYS_execve);

1816 size = (char *)ctlp - (char *)&ctI[0];

1817 assert(size <= sizeof (ctl));

1819 if (wite(fd, ctl, size) != size) {

1820 (void) close(fd);

1821 I x_debug("I x_catch_fork: failed to set % running",
1822 (int)pid);

1823 return;

1824 1

1826 /*

1827 * Get the status so we can find the value returned fromforkl() --
1828 * the child process’s pid.

1829 *

1830 if (get_status(pid, &ps) !'=0) {

1831 (void) close(fd);

1832 | x_debug("l x_catch_fork: failed to get status for %",
1833 (int)pid);

1834 return;

1835 }

1837 child = (pid_t)ps.pr_lw.pr_reg[R R0];

1839 /*

1840 * W're done with the parent -- off you go.

1841 */

1842 ctl[0] = PCRUN
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1843 ctl[1] = 0; 1909 return;
1844 size = 2 * sizeof (long);
1911 debugreg[ 6] = OxffffoOffo; /* read as ones */
1846 if (wite(fd, ctl, size) != size) { 1912 switch (infop->si_code) {
1847 (void) close(fd); 1913 case TRAP_TRACE:
1848 | x_debug("l x_catch_fork: failed to set % running", 1914 debugreg[ 6] | = 0x4000; /* single-step */
1849 (int)pid); 1915 br eak;
1850 return; 1916 case TRAP_RWATCH:
1851 } 1917 case TRAP_VWATCH:
1918 case TRAP_XWATCH:
1853 (void) close(fd); 1919 dr7 = debugreg[7];
1920 addr = (uintptr_t)infop->si_addr;
1855 /* 1921 for (i =0; I < 4; i++
1856 * |f fork1(2) failed, we're done. 1922 if ((dr7 & (1 << (2 *1i))) ==0) /* enabl ed? */
1857 */ 1923 conti nue;
1858 if (child < 0) 1924 lrw = (dr7 >> (16+(4* i))) & Oxf;
1859 I x debug("lx catch_fork: forkl failed"); 1925 switch (lrw>>2) { /* Iength*/
1860 return; 1926 case 0: size = 1; break;
1861 } 1927 case 1: size = 2; break;
1928 case 2: size = 8; break;
1863 /* 1929 case 3: size = 4; break;
1864 * Now we need to screw with the child process. 1930 }
1865 */ 1931 base = debugreg[i];
1866 if ((fd = open_lwpfile(child, 1, OWRONLY, "lwpctl")) < 0) { 1932 if (addr >= base &% addr < base + si ze)
1867 | x_debug("I x_catch_fork: failed to control %", 1933 debugreg[6] |= (1 << i);
1868 (int)child); 1934 }
1869 return; 1935 I
1870 } 1936 * Were we also attenpting a single-step?
1937 * (kludge: we use debugreg[4] for this flag.)
1872 ctlp = ctl; 1938 */
1873 *ctl p++ = PCUNSET,; 1939 if (debugreg[4])
1874 *ctlp++ = PR FORK; 1940 debugreg[ 6] |= 0x4000;
1875 *ctl p++ = PCSEXIT; 1941 br eak;
1876 sysp = (sysset_t *)ctlp; 1942 defaul t:
1877 ctlp += sizeof (sysset_t) / sizeof (long); 1943 br eak;
1878 pr errpt yset (sysp); 1944 }
1879 size = (char *)ctl p - (char *)&ctl[0]; 1945 }
1881 if (mwite(fd, ctl, size) !'= size) { 1947 | *
1882 (void) close(fd); 1948 * This is called fromthe enulation of the wait4 and waitpid systemcall to
1883 I x_debug("I x_catch_fork: failed to clear trace flags for %", 1949 * take into account the nonitor processes which we spawn to observe other
1884 (int)child); 1950 * processes fromptrace_attach().
1885 return; 1951 */
1886 } 1952 int
1953 | x_ptrace_wai t (siginfo_t *infop)
1888 /* 1954 {
1889 * Now treat the child as though we had attached to it explicitly. 1955 ptrace_nonitor_map_t *p, **pp;
1890 */ 1956 pid_t Txpid, pid = infop->si_pid;
1891 err = ptrace_attach_comon(fd, child, child, 1, 1); 1957 | wpi d_t | wpid;
1892 assert(err == 0); 1958 int fd;
1959 pstatus_t status;
1894 (void) close(fd);
1895 } 1961 /*
1962 * |f the process observed by waitid(2) corresponds to the nonitor
1897 static void 1963 * process for a traced thread, we need to rewhack the siginfo_t to
1898 set_dr6(pid_t pid, siginfo_t *infop) 1964 * ook like it cane fromthe traced thread with the flags set
1899 { 1965 * according to the current state.
1900 uintptr_t *debugreg; 1966 */
1901 uintptr_t addr; 1967 (void) nutex_| ock(&ptrace_map_ntx);
1902 uintptr_t base; 1968 for (pp = &ptrace_nonitor _map; (p = *pp) != NULL; pp = &p->pmm next) {
1903 size_t size = NULL; 1969 if (p->pmm.oonitor == pid) {
1904 int dr7; 1970 assert (i nfop- >si _code == CLD EXITED ||
1905 int lrw 1971 i nf op- >si _code == O_D KITLED ||
1906 int i; 1972 i nf op->si _code == CLD_DUWPED | |
1973 i nf op->si _code == CLD_TRAPPED);
1908 if ((debugreg = debug_registers(pid)) == NULL) 1974 goto found;
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1975 } 2041 * |f the traced process isn't stopped, this is a truly spurious
1976 } 2042 * event probably caused by another /proc consumer tracing the
1977 (voi d) nutex_unl ock(&ptrace_nmap_ntXx); 2043 */ noni t or .
2044 *
1979 /* 2045 if (!(status.pr_lw.pr_flags & PR_STOPPED)) {
1980 * |f the traced process got a SIGMITING we nust be in the mddle 2046 (void) ptrace_cont_nonitor(p);
1981 * of a clone(2) with CLONE_PTRACE set. 2047 return (-1);
1982 */ 2048 }
1983 if (infop->si_code == CLD TRAPPED && i nfop->si_status == SI GMI TING {
1984 ptrace_catch_fork(pid, 0); 2050 switch (status. pr _lwp. pr_why) {
1985 return (-1); 2051 case PR_ SI GNALLE
1986 } 2052
2053 * |f the traced process got a SIGMITING we nust be in the
1988 if (get_status(pid, &status) == 0 && 2054 * mddle of a clone(2) with CLONE_PTRACE set.
1989 (status.pr_lwp. pr_flags & PR STOPPED) && 2055 */
1990 status. pr_| wp. pr_why == PR_SI GNALLED && 2056 if (status.pr_lwp.pr_what == SIGMITING {
1991 status. pr_| wp. pr_i nfo.si _signo == S| GTRAP) 2057 ptrace_catch fork(prld 1);
1992 set_dr6(pid, &status.pr_|lwp.pr_info); 2058 (voi d) ptrace_cont_noni tor(p);
2059 return (-1);
1994 return (0); 2060 }
2061 I nfop->si _code = CLD_TRAPPED:
1996 found: 2062 i nfop->si _status = status. pr_|wp. pr_ V\Inat
1997 I* 2063 if (status.pr pr pr_info.si_signo == Sl GTRAP)
1998 * |If the nonitor is in the exiting state, ignore the event and free 2064 set_dr6(pid, &status.pr_|lwp.pr_info);
1999 * the nonitor structure if the nonitor has exited. By returning -1 we 2065 br eak;
2000 * indicate to the caller that this was a spurious return from
2001 * waitid(2) and that it should ignore the result and try again. 2067 case PR_REQUESTED:
2002 */ 2068 /*
2003 if (p->pmm.exiting) { 2069 * Make it look like the traced process stopped on an
2004 if (infop->si_code == CLD EXITED || 2070 * event of interest.
2005 i nf op->si _code CLD KILLED || 2071 */
2006 i nf op->si _code == CLD_DUMPED) { 2072 i nf op->si _code = O_D TRAPPED,;
2007 *pp = p->pnmm_next; 2073 i nfop->si _status = SI GTRAP;
2008 (voi d) nutex_unl ock(&ptrace_map_ntXx); 2074 br eak;
2009 free(p);
2010 } 2076 case PR_JOBCONTROL:
2011 return (-1); 2077 /*
2012 } 2078 * |gnore this as it was probably caused by another /proc
2079 * consuner tracing the nonitor.
2014 I xpid = p->pmm_ t arget; 2080 */
2015 pid = p->pmm pid; 2081 (void) ptrace_cont_nonitor(p);
2016 pr|d=p>pmnlwp|d 2082 return (-1);
2017 (voi d) mutex_unl ock(&trace_map_ntx);
2084 case PR _SYSEXIT:
2019 /* 2085 /*
2020 * |f we can't find the traced process, kill off its nonitor. 2086 * Processes traced via a nonitor (rather than using the
2021 */ 2087 * native Solaris ptrace support) explicitly trace returns
2022 if ((fd:openlwpfile(pid Iwpid, ORDONLY, "lwpstatus")) < 0) { 2088 * fromexec systemcalls since it’s an inplicit ptrace
2023 assert(errno == ENOENT); 2089 * trace point. Accordingly we need to present a process
2024 nmoni tor_Kkill (I xpid, pi d) 2090 * in that state as though it had reached the ptrace trace
2025 i nfop->si _code = O_D_EXI TED; 2091 * point.
2026 i nfop->si_status = 0; 2092 *
2027 infop->si _pid = I xpid; 2093 if (status.pr_lwp.pr_what == SYS_execve) {
2028 return (0); 2094 i nfop->si_code = CLD TRAPPED;
2029 } 2095 i nfop->si _status = S GTRAP;
2096 break;
2031 if (read(fd, &status.pr_lwp, sizeof (status.pr_lwp)) != 2097 }
2032 si zeof (status.pr_lwp))
2033 Ix_err(gettext("“read |wpstatus failed % %"), 2099 / * FALLTHROUGH* /
2034 fd, strerror(errno));
2035 assert(0); 2101 case PR_SYSENTRY:
2036 } 2102 case PR _FAULTED:
2103 case PR_SUSPENDED:
2038 (void) close(fd); 2104 defaul t:
2105 I x_err(gettext("didn't expect % (% %)"),

2040 /* 2106 status. pr_[ wp. pr_why,




new usr/src/lib/brand/|x/|x_brand/ conmon/ ptrace. c 33

2107 status. pr_| wp. pr_what, status.pr_|lwp.pr_flags);
2108 assert(0);

2109 }

2111 infop->si_pid = | xpid,;

2113 return (0);

2114 }

2115 #endif /* ! codereview */
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Bring back LX zones.
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.
7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *

19 * CDDL HEADER END

20 */

21 /*

22 * Copyright 2006 Sun M crosystens, Inc. All rights reserved.

23 * Use is subject to license terns.

24 */

26 #pragne ident " %YW % % %E% SM "

28 #include <errno. h>

29 #include <strings.h>

30 #include <sys/types. h>

31 #include <sys/systm h>

32 #include <sys/resource. h>
33 #include <sys/sysconfig.h>
34 #include <sys/|x_types. h>
35 #include <sys/Ix_m sc. h>

37 #define LX RLIM T_RSS

38 #define LX_RLIM T_NPROC
39 #define LX_RLIM T_MEM_LOCK
40 #define LX_RLIM T_LOCKS
41 #define LX_ RLIM T_NLIM TS

RrERoOO O

43 | *
44 * Linux supports many of the sanme resources that we do, but the nunbering
45 * is slightly different. This table is used to translate Linux resource
46 * limt keys into their Solaris equivalents.

=Y

47

48 static int ltos_resource[LX RLIMT_NLIMTS] = {
49 RLIM T_CPU,

50 RLI M T_FSI ZE,

51 RLI M T_DATA,

52 RLI M T_STACK,

53 RLI M T_CORE,

54 -1, /* RSS */

55) -1, /* NPRCC */
56 RLI M T_NOFI LE,

57 -1, /* MEMLOCK */
58 RLI M T_AS,

59 -1 /* LOCKS */
60 };
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62

87
88

121

123
124

126
127

#define NLIMTS (sizeof (ltos_resource) / sizeof (int))

/*
* Magi c val ues Linux uses to indicate infinity
*/
#define LX_RLIMINFINITY O (OX7FFFFfffUL)
#define LX_RLIM_I NFINITY_N (OxffffffffuL)
/*
* Array to store the rlimts that we track but do not enforce.
*/
static struct rlimt fake |limts[NLIMTS] = {
0, 0,
0, 0,
0, O,
0, O,
0, O,
RLIM I NFINITY, RLIMINFINTY, /* LX_RLI M RSS */
RLIM I NFINITY, RLIMINFINTY, /* LX_RLI M_NPRCC */
0, O,
RLI M I NFINITY, RLIM.INFINTY, /* LX_RLIM MEMLOCK */
0, O,
RLIM_I NFINITY, RLIMINFINTY /* LX_RLI M LOCKS */
e
static int
Ix_getrlimt_comon(int resource, struct rlimt *rlp, int inf)
{

int rv;
int sresource;
struct rlimt rl;

if (resource < 0 || resource >= LX_ RLIMT_NLIMTS)
return (-EINVAL);

sresource = |tos_resource[resource];

if (sresource == -1)
switch (resource) {
case LX RLIM T_MEM.OCK:
case LX_RLIM T_RSS:
case LX RLI M T_LOCKS:
case LX_RLI M T_NPROC:

rl.rlimmax = fake_limts[resource].rlimmax;
= fake_li rl r

rl.rlimcur = limts[resource].rlimcur;

if (rl.rlimcur == RLIM.INFINTY)
rl.rlimcur = inf;

if (rl.rlimmax == RLI M| NFI NI TY)
rl.rlimmax = inf;

if ((uucopy(é&l, rlp, si zeof (rl))) '=0)
return (-errno);

return (0);
defaul t:
| x_unsupport ed("Unsupported resource type %\ n",
resource);
return (-ENOTSUP);
} else {
rv = getrlimt(sresource, rlp);
}
if (rv <0)

return (-errno);

if (rlp->limcur == RLIMINFINTY)
rip->rlimecur = inf;
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129
130

132
133

135
136
137
138
139
140
141
142
143
144
145
146

148
149

151
152
153
154
155
156
157
158
159
160
161

163
164

166
167
168
169
170
171
172

174
175

179
180
181

183
184
185
186
187
188
189
190
191
192
193

This
in Li
etrl

1M
use t

if (rlp->rlimmx == RLIMINFINTY)

rip->rlimmax = inf;
return (0);
is the "new getrlimt, variously called getrlimt or ugetrlimt
nux headers and code. The only difference between this and the old
imt (variously called getrlimt or old_getrlinit) is the value of
INFINITY, which is snaller for the older version. Mdern code will
his version by default.

int
struct

return (Ix_getrlimt

__3_

_getrlimt(uintptr_t p1,

is
u

uintptr_t p2)
resource = (int)pl;
rlimt *rlp = (struct rlimt *)p2;

_common(resource, rlp, LX RLIMINFINITY_N));

the "ol d getrlimt,
x headers and code.

variously called getrlimt or old_getrlimt

is the val ue of

NFINITY, which is snmaller for the ol der version.
_oldgetrlimt(uintptr_t pl, uintptr_t p2)

int resource = (i nt)

struct rlimt *rlp = (struct rlimt *)p2;

return (I x_getrlimt_comon(resource, rlp, LX RLIMINFINITY_O);
imt(uintptr_t pl, uintptr_t p2)
int resource = (int)p
struct rlimt *rlp = (struct rlimt *)p2;
struct rlimt rl;
int rv, sresource;
if (resource < 0 || resource >= LX RLIMT_NLIMTS)
return (-EINVAL);
sresource = |tos_resource[resource];

if (sresource

== -1) {
if (uucopy((void *)p2, &l,
return (-errno);

sizeof (rl)) !'=0)

switch (resource) {
case LX RLIM T_MEM.OCK:
case LX_RLIM T_RSS:
case LX RLI M T_LOCKS:
case LX_RLI M T_NPROC:

if (rl rlimmx !'= LX RLIMINFINITY_N &&
(rl.rlimecur == LX_RLIMINFINITY_N ||
rl.rlimecur > rl.rli mnax))
return (- EINVAL)
if (rl.rlimmx == LXRLIMINFINITYN)

fake_limts[resource].

The only difference between this and the new
imt (variously called getrlimt or ugetrlinit)

rlimmax = RLIMINFINTY;

new usr/src/lib/brand/|x/|x_brand/ common/rlinmt.c

194 el se

195 fake_limts[resource].rlimmx
196 if (rl.rlimecur == LX_RLIMINFINTY_N)
197 fake_limts[resource].rlimcur
198 el se

199 fake_limts[resource].rlimcur
200 return (0);

201 }

203 | x_unsupported("Unsupported resource type %\ n"
204 return (-ENOTSUP);

205 }

207 rv = setrlimt(sresource, rlp);

209 return (rv <0 ? -errno : 0);

210 }

212 | *

213 * W lucked out here. Linux and Sol aris have exactly the sane
214 * rusage structures.

215 */

216 int

217 | x_getrusage(uintptr_t pl, uintptr_t p2)

218 {

219 int who = (int)pl;

220 struct rusage *rup = (struct rusage *)p2;

221 int rv, swho;

223 if (who == LX_ RUSAGE_SELF)

224 swho = _RUSACESYS CETRUSAGE;

225 el se if (who == LX_RUSAGE_CHI LDREN)

226 swho = _RUSAGESYS_GETRUSAGE_CHLD;

227 el se

228 return (-EINVAL);

230 rv = getrusage(swho, rup);

232 return (rv <0 ? -errno : 0);

233 }

234 #endif /*

coder evi ew */

’

rl.rlimmx;
RLI M_I NFI NI TY;

rl.rlimecur;

resource);
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LX zone support should now build and packages of rel evance produced.
Bring back LX zones.

LR

1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.
7 *

8 * You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng permn ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the follow ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 =*

19 * CDDL HEADER END

20 */

22 | *

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.

24 * Use is subject to license terns.

25 */

27 #pragma i dent " %986 9B % YE% SM "
29 #include <sys/types. h>

30 #include <sys/cred_inpl.h>
31 #include <sys/ucred. h>

32 #include <ucred. h>

33 #include <stdlib.h>

34 #include <signal.h>

35 #include <errno. h>

36 #include <sched. h>

37 #include <strings. h>

38 #include <pthread. h>

39 #include <tine.h>

40 #include <thread. h>

41 #include <all oca. h>

42 #include <unistd. h>

43 #include <sys/syscall.h>
44 #include <sys/|x_syscall.h>
45 #incl ude <sys/| x_debug. h>
46 #include <sys/|x_brand. h>
47 #include <sys/Ix_m sc. h>
48 #include <sys/|x_sched. h>

50 /* Linux only has three valid policies, SCHED FI FO, SCHED RR and SCHED OTHER */

51 static int
52 validate_policy(int policy)
{

53]

54 switch (policy) {

55 case LX SCHED FI FO

56 return (SCHED FI FO);
58 case LX _SCHED RR:

59 return (SCHED RR);
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61 case LX_SCHED OTHER:

62 return (SCHED OTHER);

64 defaul t:

65 | x_debug("validate_policy: illegal policy: %", policy);
66 return (-ElINVAL);

67 }

68 }

70 [ *

71 * Check to see if we have the permissions to set schedul er paraneters and
72 * policy, based on Linux’ demand that such commands fail with errno set to
73 * EPERMif the current euid is not the euid or ruid of the process in

74 * question.

75 */

76 static int

77 check_schedperns(pid_t pid)

78 {

79 size_t sz;

80 ucred_t *cr;

81 uid_t euid;

83 euid = geteuid();

85 if (pid == getpid()) {

86 /*

87 * If we're the process to be checked, sinply check the euid
88 * agai nst our ruid.

89 *

90 if (euid !'= getuid())

91 return (-EPERM;

93 return (0);

94 }

96 I *

97 * We allocate a ucred_t ourselves rather than call ucred_get (30
98 * because ucred_get() calls malloc(3C), which the brand Iibrary cannot
99 * use. Because we allocate the space with SAFE_ALLOCA(), there’'s
100 * no need to free it when we’re done.

101 */

102 sz = ucred_size();

103 cr = (ucred_t *)SAFE_ALLOCA(sz);

105 if (cr == NULL)

106 return (-ENOVEM ;

108 /*

109 * |f we can’t access the process’ credentials, fail with errno EPERM
110 * as the call would not have succeeded anyway.

111 */

112 if (syscall (SYS ucredsys, UCREDSYS_UCREDGET, pid, cr) != 0)

113 return ((errno == EACCES) ? -EPERM : -errno);

115 if ((euid !'= ucred_geteuid(cr)) & (euid != ucred_getruid(cr)))

116 return (-EPERM;

118 return (0);

119 }

121 static int

122 Itos_sparan(int policy, struct |x_sched_param *|sp, struct sched_param *sp)
123 {

124 struct |x_sched_param|s;

125 int smn = sched_get_priority_mn(policy);

126 int smax = sched_get_priority_nmax(policy);
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128
129

131

133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156

158
159
160

162
163 }

if (uucopy(lsp, & s, sizeof (struct |x_sched_param)) != 0)
return (-errno);

bzero(sp, sizeof (struct sched_param);

/*

* Li nux has a fixed priority range, 0 - 99, which we need to convert to
* Solaris’s dynamc range. Li nux considers | ower nunbers to be
* higher priority, so we'll invert the priority within Solaris’s range.
*

* The formula to convert between ranges is:

*

* L * (smax - smin)

* R R R + smn

* (Imax - Imn)

*

* where S is the Solaris equivalent of the linux priority L.

*

* To invert the priority, we use:

* § =smax - S + smn

*

* Toget her, these two formulas becone:

*

* L * (smax - smin)

* S = SmBX - ----------------- + 2snmin

* 99

*/

sp->sched_priority = smax -
((I's.Ix_sched_prio * (smax - smn)) / LX PRI_MAX) + 2*smin;

| x_debug("ltos_sparam linux prio %d = Solaris prio % "
"(Solaris range %l %)\n", |s.|x_sched_prio, sp->sched_priority,
smn, smax);

return (0);

165 static int

166 stol

167 {
168
169
170

172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190

192

_sparan(int policy, struct sched_param *sp, struct |x_sched_param *| sp)

struct | x_sched_paramIs;

int snin = sched_get _priority n(policy);
int smax = sched_get_priority_nax(policy);
if (policy == SCHED OTHER) {

/*

* In Linux, the only valid SCHED OTHER schedul er priority is 0

*
I's.Ix_sched_prio = 0;
} else {
/
Convert Solaris’s dynamc, inverted priority range to the
fixed Linux range of 1 - 99.

The fornula is (see above):

* Ok ok ok ok ok ok 3k

(smax - s + 2smin) * 99
* smax - smn
*/
I's.Ix_sched_prio = ((smax - sp->sched_priority + 2*smin) *
LX_PRI _MAX) / (smax - smin);
}

| x_debug("stol _sparam Solaris prio %d = linux prio % "
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193
194

196
197
198

200
201

203 /* ARGSUSED */

204 int

205 | x_sched_getaffinity(uintptr_t pid, uintptr_t len, uintptr_t maskp)
206 {

207 int Sz,

208 ulong_t *I mask, *zmask;

209 int i;

211 sz = syscal | (SYS_brand, B_GET_AFFI NI TY_MASK, pid, |en, maskp);
212 if (sz == -1)

213 return (-errno);

215 /*

216 * |f the target LWP hasn't ever had an affinity mask set, the kernel
217 * will return a mask of all 0's. If that is the case we nust build a
218 * default mask that has all valid bits turned on.

219 */

220 | mask = SAFE_ALLOCA(sz);

221 zmask = SAFE - ALLOCA(sz);

222 if (Imask == NULL || zmask == NULL)

223 return (- ENOVEM ;

225 bzero(znmask, sz);

227 if (uucopy((void *)maskp, |mask, sz) != 0)

228 return (-EFAULT);

230 if (bcrp(l mask, zmask, sz) != 0)

231 return (sz);

233 for (i =0; i <sz * 8; i++) {

234 if (p_online(i, P_STATUS) != -1) {

235 | mask[ BI TTNDEX(i )] |= BI TSHIFT(i);

236 }

237 }

239 if (uucopy(lmsk, (void *)maskp, sz) != 0)

240 return (-EFAULT);

242 return (sz);

243 }

245 | * ARGSUSED */

246 int

247 | x_sched_setaffinity(uintptr_t pid, uintptr_t len, uintptr_t maskp)
248 {

249 int ret;

250 int sz

251 int

252 int found

253 ul ong_t *| mask

254 pid_t s_pi d;

255 | wpi d_t s_tid;

256 processorid_t cpui d = NULL;

258 if ((pid_t)pid < 0)

"(Solaris range %, %)\ n", sp->sched_priority, |s.|Ix_sched_prio,
smn, snax);
return ((uucopy(&l s, |Isp, sizeof (struct Ix_sched_param) != 0)
? -errno : 0);
}
#def i ne Bl TI NDEX(i nd) (ind / (sizeof (ulong_t) * 8)

L )
#define BI TSH FT(i nd) (1 << (ind % (sizeof (ulong_t) * 8)))
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return (-EI NVAL);

if (Ix_Ipid_to_spair(pid, &_pid, &s_tid) < 0)
return (-ESRCH);

/*

* W only support setting affinity masks for threads in
* the calling process.

*

if (s_pid!= getpid())
return (-EPERM;

/*
* First, get the m ni mum bitmask size fromthe kernel.
*/
sz = syscal | (SYS_brand, B _CGET_AFFINITY_MASK, 0, 0, 0);
f (sz == -1)
return (-errno);

| mask SAFE = ALLOCA(sz);
if (I mask = NULL)
return (- ENOVEM ;

if (uucopy((void *)maskp, |mask, sz) != 0)
return (-EFAULT);

/*
* Make sure the mask contains at |east one processor that is
* physically on the system Reduce the user’s mask to the set of
* physically present CPUs. Keep track of how many valid
* bits are set in the user’s mask.
*
/
(found = 0, i =0; i <sz * 8; i++) {
if (p_online(i, P_STATUS) == -1) {
/*
* This CPU doesn’t exist, so clear this bit from
* the user’s mask.
*/
| mask[ Bl TINDEX(i)] &= ~BI TSHI FT(i);
conti nue;
}
if ((Imask[BI TINDEX(i)] & BITSH FT(i)) == BITSH FT(i)) {
f ound++;
cpuid =
}
}

if (found == 0) {
| x_debug("\tlx_sched_setaffinity: mask has no present CPUs\n");
return (-EINVAL);

}

/*
* If only one bit is set, bind the thread to that procesor;
* ot herw se, clear the binding.
*
/
if (found == 1)
I x debug( \tlx_sched_setaffinity: binding thread % to cpu%l\n",
s_tid, cpuid);

if (processor_bi nd(P_LV\PI D, s_tid, cpuid, NULL) != 0)
/*

* It could be that the requested processor is offline,

* so we'll just abandon our good-natured attenpt to
* bind to it.
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*
/
| x_debug("couldn’t bind LWP %l to cpu %: %\n",
cpuid, strerror(errno));
} else

s_tid,

{
I x debug( \tl x_sched_setaffinity: clearing thr % binding\n",
d);

if (pr ocessor bi nd(P_LWPI D, s_tid, PBIND NONE, NULL) != 0)

| x_debug("coul dn’t clear CPU binding for LW %l:
s_tid, strerror(errno));

}

*
* Finally, ask the kernel to make a note of our current (though
* meani ngl ess) affinity nask.

*

ret = syscall (SYS_brand, B_SET_AFFINI TY_MASK, pid, sz, |mask);
return ((ret == 0) ?2 0 : -errno);

_sched_get paranm(uintptr_t pid, uintptr_t param

struct sched_param sp;

if (((pld t)pid < 0) || (param == NULL))
return (-EINVAL);

if (Ix_Ipid_to_spair((pid_t)pid, &_pid, &_tid) < 0)
return (-ESRCH);

If we're attenpting to get information on our own process, we
get data on a per-thread basis; if not, punt and use the speci
pi d.

if (s_pid ==

* ok ok ok ¥

getpid()) {

if ((ret = pthread_getschedparan(s_tid, &policy, &sp)) !=

return (-ret);
} else {
if (sched_getparanm(s_pid, &sp) == -1)
return (-errno);

if ((policy = sched_getscheduler(s_pid)) < 0)
return (-errno);

}

%\ n",

fairly

can
fied

0)

return (stol _sparam(policy, &sp, (struct |x_sched_param *)paran));

_sched_setparam(uintptr_t pid, uintptr_t param
int err, policy;

pid_t s_pid;

Iwpid t s tid;

struct |x_sched_param I p;

struct sched_param sp;

if (((pid_t)pid <0) || (param == NULL))
return (-EINVAL);
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441 int
x_sched_rr_get _interval (uintptr_t pid, uintptr_t tinmespec)

442
443
444
445

447
448

450
451

453
454
455

if (Ix_Ipid_to_spair((pid_t)pid, &_pid, &_tid) < 0)
return (-ESRCH);

if (s_ pld = getpid()) {
ruct sched_par am dumy;

if ((err = pthread_getschedparan(s_tid, &policy, &Jummy)) != 0)
return (-err);
} else
if ((policy = sched_getschedul er(s_pid)) < 0)
return (-errno);

| x_debug("sched_setparam(): current policy %", policy);

if (uucopy((void *)param & p, sizeof (Ip)) !'= 0)
return (-errno);

* In Linux, the only valid SCHED OTHER schedul er priority is 0
*

if ((policy == SCHED OTHER) && (| p.|x_sched_prio != 0))
return (-EINVAL);

if ((err = ltos_sparan(policy, (struct |Ix_sched_param *)& p,
&sp)) !'=0)
return (err);

Check if we're allowed to change the scheduler for the process.

If we're operating on a thread, we can’t just call
pt hread_set schedparan{) because as all threads reside within a
single Solaris process, Solaris will allow the nodification

If we're operating on a process, we can’'t just call sched_setparan()
because Solaris wll allowthe call to succeed if the schedul er
paranmeters do not differ fromthose being installed, but Linux wants
* the call to fail.
*/
if ((err = check_schedperns(s_pid)) != 0)

return (err);

* ok ok ok k% ok Kk ok ¥

if (s_pid == getpid())
return (((err = pthread_setschedparan(s_tid, policy, &sp)) != 0)
-err @ 0);

return ((sched_setparanm(s_pid, &p) == -1) ? -errno : 0);

struct tinespec ts;
pid_t s_pid;

if ((pid_t)pid < 0)
return (-EINVAL);

if (Ix_Ipid_to_spid((pid_t)pid, &_pid) < 0)

return (-ESRCH);
if (uucopy((struct tinespec *)timespec, &ts,
si zeof (struct tinespec)) != 0)

return (-errno);
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458

}

return ((sched_rr_get_interval (s_pid, &s) == -1) ? -errno : 0);
nt
x_sched_get schedul er (uintptr_t pid)
int policy, rv;
pid_t s_pid;
Iwpid_t s_tid;
if ((pid_t)pid < 0)
return (-EINVAL);
if (Ix_Ipid_to_spair((pid_t)pid, &_pid, &_tid) < 0)
return (-ESRCH);
if (s_ pld == getpid()) {
truct sched_param dunmy;
if ((rv = pthread_getschedparan(s_tid, &policy, &lumy))
return (-rv);
} else
if ((policy = sched_getschedul er(s_pid)) < 0)
return (-errno);
/*
* Linux only supports certain policies; avoid confusing apps with
* alien policies.
*/
switch (policy) {
case SCHED FI FO
return (LX_SCHED FI FO;
case SCHED _OTHER:
return (LX_SCHED OTHER);
case SCHED RR:
return (LX_SCHED RR);
defaul t:
br eak;
}
return (LX_SCHED OTHER);
nt
x_sched_set schedul er (uintptr_t pid, uintptr_t policy, uintptr_t param
int rt_pol;
int rv;
pid_t s_pid;
Iwpid_t s_tid;
struct | x_sched_param | p;

struct sched_param sp;

if (((pld t)pld < 0) || (param == NULL))
eturn (-EINVAL);

if ((rt_pol = validate_policy((int)policy)) < 0)
return (rt_pol);

if ((rv = ltos_sparam(policy, (struct |x_sched_param *)param
&sp)) = 0)
return (rv);

if (uucopy((void *)param & p, sizeof (Ip)) !'=0)
return (-errno);
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/*

*

if

}

return (((rv = sched_setschedul er(s_pid,

}

i nt
I x_sched_get_priority_mn(uintptr_t
{

/

*
*
*

*
*

I'n Linux, the only valid SCHED_OTHER schedul er priority is O
/
((rt_pol == LX SCHED OTHER) && (Il p.Ix_sched_prio != 0))
return (-EINVAL);

(Ix_Ipid_to_spair((pid_t)pid, &_pid, &_tid) < 0)
return (-ESRCH);

Check if we're allowed to change the scheduler for the process.

If we’'re operating on a thread, we can’t just call
pt hr ead_set schedparan() because as all threads reside within a
single Solaris process, Solaris will allow the nodification.

If we're operating on a process, we can’t just call
sched_set schedul er () because Solaris will allow the call to succeed
if the schedul er and schedul er paranmeters do not differ fromthose

being installed, but Linux wants the call to fail.
((rv = check_schedperns(s_pid)) != 0)

return (rv);
(s_pid == getpid()) {

struct sched_param param

int pol;

if ((pol = sched_getscheduler(s_pid)) != 0)

return (-errno);

sched_setschedul er() returns the previous scheduling policy

*
*
* on success, so call pthread_getschedparan() to get the
* current thread' s scheduling policy and return that if the
* call to pthread_setschedparan{) succeeds.
*
/
if ((rv = pthread_getschedparan(s_tid, &pol, &param)) != 0)

return (-rv);

return (((rv = pthread_setschedparan(s_tid, rt_pol, &sp)) != 0)

? -rv : pol);

rt_pol, &sp)) == -1)

? -errno : rv);

policy)

In Linux, the only valid SCHED_OTHER schedul er priority is O.
Li nux scheduling priorities are not alterable, so there is no
Sol aris transl ation necessary.

switch (policy) {
case LX_SCHED FlI FO
case LX_SCHED RR:

return (LX_SCHED PRI ORI TY_M N_RRFI FO) ;

case LX_SCHED OTHER:

return (LX_SCHED PRI ORI TY_M N_OTHER) ;

defaul t:

}

br eak;
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}

i nt
I x
{

610 }

611 #endif /* !

_sched_get _priority_max(uintptr_t

return (-EINVAL);

policy)
/*
* |I'n Linux,
* Linux scheduling priorities are not alterable,
* Solaris translation necessary.
*/
switch (policy) {
case LX_SCHED FI FO
case LX_SCHED RR:
return (LX_SCHED PRI ORI TY_MAX_RRFI FO);
case LX_SCHED OTHER:
return (LX_SCHED_PRI ORI TY_MAX_OTHER) ;
defaul t:
br eak;

}
return (-EINVAL);

coder evi ew */

the only valid SCHED_OTHER schedul er priority is O

so there is no

10



new usr/src/lib/brand/|lx/|x_brand/ cormon/ sendfile.c

R R R R

2468 Tue Jan 14 16:17: 04 2014
new usr/src/lib/brand/ |l x/|x_brand/ cormon/ sendfile.c
Bring back LX zones.

R R R R R R

1/*

2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
*/

22 /| *

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #pragma ident " VLYW N % %% SM "

29 /*
30 * |Ix_sendfile() and I x_sendfile64() are just branded versions of the

34 #include <sys/types. h>

35 #include <sys/syscall.h>
36 #include <sys/sendfile.h>
37 #include <string.h>

38 #include <errno. h>

39 #include <sys/Ix_m sc. h>

41 int

42 | x_sendfile(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4)
43 {

44 sysret_t rval;

45 off _t off = 0;

46 off _t *offp = (of f_t *)p3;

47 int error;

48 struct sendfi | evec sfv;

49 size_t xferred;

50 size_t sz = (size_t)p4;

52 if (sz > 0 &% uucopy(offp, &off, sizeof (off)) != 0)

53 return (-errno);

55 sfv.sfv_fd = p2;

56 sfv.sfv_flag = O;

57 sfv.sfv_off = off;

58 sfv.sfv_len = sz;

59 error = __syst encal | (& val, SYS_sendfilev, SENDFILEV, pl, &sfv,

60 1, &ferred);

31 * library calls available in the Solaris |ibsendfile (see sendfil e(3EXT)).
*/
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if (error == 0 && xferred > 0) {

of f += xferred;

error = uucopy(&off, offp, sizeof (off));
}

return (error ? -error : (int)rval.sys_rvall);

nt
x_sendfil e64(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4)

sysret _t rval;

of f64_t off = 0;

of f64_t *offp = (of f64_t *)p3;
size t sz = (size_t)p4;

int error;

struct sendfilevec64 sfv;
size_t xferred;

if (sz > 0 &% uucopy(offp, &off, sizeof (off)) != 0)
return (-errno);

sfv.sfv_fd = p2;
sfv.sfv_flag = 0;
sfv.sfv_off = off;

sfv.sfv_len = sz;
error = __syst em:al | (& val, SYS sendfil ev, SENDFILEV64, pl, &sfv,
1, &ferred);

if (error == 0 && xferred > 0) {
of f += xferred;
error = uucopy(&off, offp, sizeof (off));

}

return (error ? -error : (int)rval.sys_rvall);

97 }
98 #endif /* | codereview */
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new usr/src/lib/brand/lx/1x_brand/ common/signal.c
LX zone support should now build and packages of rel evance produced
Bring back LX zones.

LR

1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License")

6 * You may not use this file except in conpliance with the License

7 *

8 * You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing

10 * See the License for the specific |anguage governi ng permn ssions
11 * and limtations under the License

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE
15 * |f applicable, add the follow ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 =*

19 * CDDL HEADER END
20 */
22 | *
23 * Copyright 2007 Sun M crosystens, Inc. Al rights reserved
24 * Use is subject to license terns.
25 */

27 #pragma i dent " Y96 A % %E% SM "

29 #include <sys/types. h>

30 #include <sys/param h>

31 #include <sys/segnents. h>
32 #include <sys/|x_types. h>
33 #include <sys/|x_brand. h>
34 #include <sys/Ix_m sc. h>
35 #include <sys/| x_debug. h>
36 #include <sys/|x_signal.h>
37 #include <sys/I|x_syscall.h>
38 #include <sys/Ix_thread. h>
39 #include <assert.h>

40 #include <errno. h>

41 #include <signal.h>

42 #include <stdlib. h>

43 #include <string. h>

44 #include <strings. h>

45 #include <thread. h>

46 #incl ude <ucontext.h>

47 #incl ude <unistd. h>

48 #incl ude <stdio. h>

49 #include <libintl.h>

50 #include <ieeefp.h>

52 [ *
53 * Delivering signals to a Linux process is conplicated by differences in
54 * signal nunbering, stack structure and contents, and the action taken when a
55 * signal handler exits. |In addition, many signal-related structures
56 * sigset_ts, vary between Solaris and Linux
57 *
58 * To support user-level signal handlers, the brand uses a double |ayer of
. ;
*

indirection to process and deliver signals to branded threads
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When a Linux process sends a signal using the kill(2) systemcall, we nust
translate the signal into the Solaris equival ent before handing control off
to the standard signalling nechanism \Wen a signal is delivered to a Linux
process, we translate the signal nunber from Solaris to back to Linux

Transl ating signals both at generation and delivery tinme ensures both that
Solaris signals are sent properly to Linux applications and that signals’
defaul t behavi or works as expected

In a normal Solaris process, signal delivery is interposed on for any thread
registering a signal handler by libc. Libc needs to do various bits of magic
to provide thread-safe critical regions, so it registers its own handler
naned si gacthandl er(), using the sigaction(2) systemcall. Wen a signal is
received, sigacthandler() is called, and after sone processing, |ibc turns
around and calls the user’s signal handler via a routine named

cal | _user_handl er ()

Addi ng a Linux branded thread to the mix conplicates things sonewhat

First, when a thread receives a signal, it may be running with a Linux val ue
in the x86 %gs segnent register as opposed to the value Sol aris threads
expect; if control were passed directly to Solaris code, such as libc’'s
sigacthandl er(), that code woul d experience a segnentation fault the first
time it tried to dereference a nmenory |ocation using %gs

Second, the signal nunber translation referenced above nust take place
Further, as was the case with Solaris |ibc, before the Linux signal handler
is called, the value of the %gs segnent register MJST be restored to the
val ue Linux code expects

This need to translate signal nunmbers and mani pul ate the %gs register neans
that while with standard Sol aris Iibc, follow ng a signal fromgeneration to
delivery | ooks sonething like

kernel ->
sigacthandler() ->
call _user_handler() ->
user signal handl er

while for the brand’ s Linux threads, this would | ook |ike

kernel ->
| x_sigacthandler() ->
si gact handl er() ->
cal |l _user_handler() ->
I'x_call _user_handler() ->
Li nux user signal handl er

The new addtions are

| x_si gact handl er

This routine is responsible for setting the %gs segnent register to the
val ue Sol ari s code expects, and junping to Solaris’ |ibc signa
interposition handl er, sigacthandler()

| x_cal | _user_handl er

This routine is responsible for translating Solaris signal nunbers to
their Linux equivalents, building a Linux signal stack based on the
information Solaris has provided, and passing the stack to the

regi stered Linux signal handler. It is, in effect, the Linux thread
equivalent to libc's call_user_handler()

Installing I x_sigacthandler() is a bit tricky, as nornally libc's
sigacthandler() routine is hidden fromuser prograns. To facilitate this, a
new private function was added to |ibc, setsigaction()
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voi d setsigacthandl er(void (*
void (**old_handler)(int,

new_handl er) (int, siginfo_t *,
siginfo_t *, void *))

void *),

The routine works by nodifying the per-thread data structure |ibc already
keeps that keeps track of the address of its own interposition handler wth
the address passed in; the old handler’s address is set in the pointer
pointed to by the second argunent, if it is non-NULL, m mcking the behavior
of sigaction() itself. Once setsigacthandler() has been executed, all
future branded threads this thread may create will automatically have the
proper interposition handler installed as the result of a nornmal

sigaction() call.

Note that none of this interposition is necessary unless a Linux thread
registers a user signal handler, as the default action for all signals is the
same between Solaris and Linux save for one signal, SIGPWR  For this reason,
the brand ALWAYS installs its own internal signal handler for SIGPWR that
translates the action to the Linux default, to term nate the process.
(Solaris’ default action is to ignore SIGPWR )

It is also inportant to note that when signals are not translated, the brand
relies upon code interposing upon the wait(2) systemcall to translate
signals to their proper values for any Linux threads retrieving the status

of others. So while the Solaris signal nunber for a particular signal is set
in a process’ data structures (and woul d be returned as the result of say,
WIERMSI ()), the brand’ s interposiiton upon wait(2) is responsible for

translating the value WIERVSI G() would return froma Solaris signal nunber

to the appropriate Linux val ue.

The process of returning to an interrupted thread of execution froma user
signal handler is entirely different between Solaris and Linux. Wile

Sol aris generally expects to set the context to the interrupted one on a
normal return froma signal handler, in the normal case Linux instead calls
code that calls a specific Linux systemcall, sigreturn(2). Thus when a

Li nux signal handl er conpl etes execution, instead of returning through what
would in libc be a call to setcontext(2), the sigreturn(2) Linux system call
is responsible for acconplishing much the same thi ng.

This tranpoline code | ooks sonething |ike this:

pop Yeax
nmv LX_SYS rt_sigreturn, %sax
int $0x80
so when the Linux user signal handler is eventually called, the stack |ooks

like this (in the case of an "l x_sigstack" stack:

| Pointer to actual tranpoline code (in code segment) |

| Linux signal nunber |
| Pointer to Linux siginfo_t (or NULL) |
| Pointer to Linux ucontext_t (or NULL) |

| Linux siginfo_t |

| Linux ucontext_t |

| Linux struct _fpstate |

| Tranpoline code (marker for gdb, not really executed) |

The brand takes the approach of intercepting the Linux sigreturn(2) system
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200
201
202
203
204
205
206
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call in order to turn it into the return through the libc call stack that
Sol aris expects. This is done by the Ix_sigreturn() and I x_rt_sigreturn()
routines, which renmove the Linux signal frame fromthe stack and pass the
resulting stack pointer to another routine, |x_sigreturn_tolibc(), which
makes |ibc believe the user signal handler it had called returned.
(Note that the tranpoline code actually lives in a proper executable segnment
and not on the stack, but gdb checks for the exact code sequence of the
tranpoline code on the stack to determine whether it is in a signal stack
frame or not. Really.)
When control then returns to libc's call_user_handler() routine, a
setcontext(2) will be done that (in npbst cases) returns the thread executing
the code back to the location originally interrupted by receipt of the
signal .
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*
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Two flavors of Linux signal stacks:

| x_sigstack - used for "nodern" signal handlers, in practice those
that have the sigaction(2) flag SA Sl G NFO set

| x_ol dsi gstack - used for |egacy signal handlers, those that do not have
the sigaction(2) flag SA SIG NFO set or that were setup via
the signal (2) call.

NOTE: Since these structures will be placed on the stack and stack math wil |l
be done with their sizes, they nust be word allgned in size (32 bits)
so the stack renmins word aligned per the i386 ABI.

uct | x_sigstack {

void (*retaddr)(); /* address of real |x_rt_sigreturn code */

int sig; /* signal nunber */

I x_siginfo_t *sip; /* points to "si" if valid, NULL if not */

| x_ucontext_t *ucp; /* points to "uc" if valid, NULL if not */

Ix_siginfo_t si; /* saved signal information */

| x_ucontext _t uc; /* saved user context */

I x_fpstate_t fpstate; /* saved FP state */

char tranpoline[8]; /* code for tranmpoline to Ix_rt_sigreturn() */
uct | x_ol dsi gstack {

void (*retaddr)(); /* address of real |x_sigreturn code */

int sig; /* signal nunber */

| x_si gcontext_t sigc; /* saved user context */

I x_fpstate_t fpstate; /* saved FP state */

int sig_extra; /* signal mask for signals [32 .. NSIG- 1] */

char tranpoline[8]; /* code for tranpoline to | x_sigreturn() */

libc_sigacthandler is set to the address of the libc signal
outine, sigacthandler().

i nterposition

d (*libc_sigacthandl er)(int, siginfo_t *, void*);

The | x_sighandl ers structure needs to be a global due to the senmantics of

clone().

If CLONE_SIGHAND is set, the calling process and child share signal

handl ers, and if either calls sigaction(2) it should change the behavior
in the other thread. Each thread does, however, have its own signal mask
and set of pending signals.
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259 * |f CLONE_SIGHAND is not set, the child process should inherit a copy of
260 * the signal handlers at the tine of the clone() but later calls to

261 * sigaction(2) should only affect the individual thread calling it.

262 *

263 * This maps perfectly to a thr_create(3C) thread semantic in the first

264 * case and a fork(2)-type semantic in the second case. By making

265 * |x_sighandlers global, we automatically get the correct behavior.

266 */

267 static |x_sighandlers_t |x_sighandl ers;

269 /*

270 * stol _stack() and Itos_stack() convert between Solaris and Linux stack_t
271 * structures.

272 *

273 * These routines are needed because al though the two structures have the sane
274 * contents, their contents are declared in a different order, so the content
275 * of the structures cannot be copied with a sinple bcopy().

276 */

277 static void
278 stol _stack(stack_t *fr, Ix_stack_t *to)

279 {

280 to->ss_sp = fr->ss_sp;

281 to->ss_fl ags = fr->ss_fl ags;
282 to->ss_size = fr->ss_size;
283 }

285 static void
286 |tos_stack(lx_stack_t *fr, stack_t *to)

287 {

288 to->ss_sp = fr—>ss_sp;

289 to->ss_fl ags = fr->ss_flags;
290 to->ss_size = fr->ss_size;
291 }

293 static int
294 ltos_sigset(lx_sigset_t *Ix_sigsetp, sigset_t *s_sigsetp)

295 {

296 I x_sigset_t I|;

297 int Ix_sig, sig;

299 if (uucopy(lx_sigsetp, &, sizeof (Ix_sigset_t)) != 0)
300 return (-errno);

302 (voi d) sigenptyset(s_sigsetp);

304 for (Ix_sig =1; Ix_sig < LX NSIG |x_sig++) {
305 if (1Ix_ S|g| nenber (&, |x_sig) &&

306 ((sig = Itos_signo[lx_sig]) > 0))

307 (voi d) sigaddset(s_sigsetp, sig);
308 }

310 return (0);

311 }

313 static int
314 stol _sigset(sigset_t *s_sigsetp, |x_sigset_t *Ix_sigsetp)

315 {

316 I x_sigset_t I;

317 int sig, Ix_sig;

319 bzero(& , sizeof (Ix_sigset_t));

321 for (sig =1; sig < NSIG sig++) {

322 if (sigismenber(s_sigsetp, sig) &&
323 ((I'x_sig = stol _signo[sig]) > 0))
324 I x S|gaddset(8d I x_sig);

new usr/src/lib/brand/ Il x/1x_brand/ common/signal .c

325 }

327 return ((uucopy(& , Ix_sigsetp, sizeof (Ix_sigset_t)) != 0)
328 ? -errno : 0);

329 }

331 static int
332 I tos_osigset(lx_osigset_t *|x_osigsetp, sigset_t *s_sigsetp)

333 {

334 | x_osigset_t |o;

335 int Ix_sig, sig;

337 if (uucopy(lx_osigsetp, & o, sizeof (lx_osigset_t)) !=0)
338 return (-errno);

340 (voi d) sigenptyset(s_sigsetp);

342 for (Ix_sig = 1; Ix_sig <= OSI GSET_NBITS; | x_sig++)
343 if ((lo & OSI GSET_BI TSET(1X_sig)) &%

344 ((sig = Itos_signo[lx_sig]) > 0))

345 (voi d) sigaddset(s_sigsetp, sig);
347 return (0);

348 }

350 static int
351 stol _osigset(sigset_t *s_sigsetp, |x_osigset_t *|x_osigsetp)
352 {

353 I x_osigset_t lo = 0;

354 int Ix_sig, sig;

356 I *

357 * Note that an | x_osigset_t can only represent the signals from
358 * [1 .. OSIGSET_NBITS], so even though a signal may be present in the
359 * Solaris sigset_t, it may not be representable as a bit in the
360 * | x_osigset_t.

361 ki

362 for (sig = sig < NSIG sig++)

363 if (sigismenber(s_sigsetp, sig) &&

364 ((I'x_sig = stol _signo[sig]) > 0) &&

365 (I'x_sig <= OSI GSET_NBI TS))

366 lo | = OSI GSET_BI TSET(I x_si g);

368 return ((uucopy(& o, |x_osigsetp, sizeof (Ix_osigset_t)) != 0)
369 ? -errno : 0);

370 }

372 static int
373 stol _sigcode(int si_code)
{

374

375 switch (si code) {

376 case S| _USER:

377 “return (LX_SI_USER);
378 case S| _LWp:

379 return (LX_SI_TKILL);
380 case S| _QUEUE:

381 return (LX_SI _QUEUE);
382 case S| _TI MER:

383 return (LX S| _TI MER);
384 case S| _ASYNCI G

385 return (LX_SI_ASYNCI O);
386 case S| _MESQQ

387 return (LX_SI _MESQQ ;
388 defaul t:

389 return (si_code);

390 }
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391 }

393 int

394 stol _siginfo(siginfo_t *siginfop, |x_siginfo_t *Ix_siginfop)

395 {

396 I x_siginfo_t |x_siginfo;

398 bzero(& x_si ginfo, sizeof (*Ix_siginfop));

400 if ((Ix_siginfo.lsi_signo = stol _signo[siginfop->si_signo]) <= 0) {
401 errno = ElI NVAL;

402 return (-1);

403 }

405 I x_siginfo.lsi_code = stol _sigcode(sigi nfop->si_code);

406 I x_siginfo.lsi_errno = siginfop->si_errno;

408 switch (Ix_siginfo.lsi_signo) {

409 I*

410 * Semantics ARE defined for SIGKILL, but since
411 * we can’t catch it, we can’'t translate it. :-(
412 */

413 case LX_SI GPOLL:

414 I x_siginfo.lsi_band = siginfop->si_band;
415 I x_siginfo.lsi_fd = siginfop->si_fd;

416 br eak;

418 case LX_SI GCHLD:

419 I x_siginfo.lsi_pid = siginfop->si_pid;

420 I x_siginfo.lsi_status = siginfop->si_status;
421 I x_siginfo.lsi_utime = siginfop->si_utineg;
422 I x_siginfo.lsi_stime = siginfop->si_stineg;
424 br eak;

426 case LX_SIGLL:

427 case LX_SI GBUS:

428 case LX_SI GFPE:

429 I x_siginfo.lsi_addr = siginfop->si_addr;
430 break;

432 defaul t:

433 I x_siginfo.lsi_pid = siginfop->si_pid;

434 Ix_siginfo.lsi_uid =

435 LX_Ul D32_TO_Ul D16( si gi nf op->si _ui d);
436 br eak;

437 }

439 return ((uucopy(& x_siginfo, Ix_siginfop, sizeof (lIx_siginfo_t)) !=0)
440 ? -errno : 0);

441 }

443 static void
444 stol _fpstate(fpregset_t *fpr, |x_fpstate_t *Ifpr)

445 {

446 struct _fpstate *fpsp = (struct _fpstate *)fpr;

447 size_t copy_len;

449 /*

450 * The Solaris struct _fpstate and | x_fpstate_t are identical fromthe
451 * begi nning of the structure to the Ix_fpstate_ t "magic" field, so
452 * just bcopy() those entries.

453 */

454 copy_len = (size_t)& ((Ix_fpstate_t *)0)->magic);

455 bcopy(fpsp, |fpr, copy_len);
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458
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460
461
462
463

465
466
467
468
469

471

473
474
475
476
477
478
479
480
481
482
483
484
485
486 }

*

* These fields are all only significant for the first 16 bits.
*/

I fpr->cw &= Oxffff; [* x87 control word */
| fpr->tag & Oxffff; [* x87 tag word */

| fpr->cssel & Oxffff; /* cs selector */

| fpr->datasel &= Oxffff; /* ds selector */

/*

* Linux wants the x87 status word field to contain the value of the
* x87 saved exception status word.

*/

| fpr->sw = |fpr->status & Oxffff; /* x87 status word */

| fpr->nmxcsr = fpsp->nxcsr;
if (fpsp->mkecsr !'=0) {
/'k

* Linux uses the "nagic" field to denote whether the XW
* registers contain legal data or not. Since we can’t get to
* %¢r4 fromuserland to check the status of the OSFXSR bit,
* check the nmxcsr field to see if it’s 0, which it should
* never be on a systemwith the OXFXSR bit enabl ed.
*
/
| fpr->magi c = LX_X86_FXSR_MAG C;
bcopy(f psp->xmm | fpr->_xmm sizeof (I|fpr->_xm));
} else {
| fpr->mgic = LX_X86_FXSR_NONE;

488 static void
489 |tos_fpstate(lx_fpstate_t *Ifpr, fpregset_t *fpr)

490 {
491
492

494
495
496
497
498
499
500
501
502
503
504
505

507
508
509
510
511
512
513
514
515

517
519

520
521 }

struct _fpstate *fpsp = (struct _fpstate *)fpr;
size_t copy_len;

/*

* The I x_fpstate_t and Solaris struct _fpstate are identical fromthe
* begi nning of the structure to the struct _fpstate "nxcsr" field, so
* just bcopy() those entries.

*

* Note that we do NOT have to propogate changes the user may have nade
* to the "status" word back to the "sw' word, unlike the way we have

* to deal with processing the ESP and UESP regi ster values on return
*/from a signal handler.

*

copy_len = (size_t)& ((struct _fpstate *)0)->nxcsr);
bcopy(lfpr, fpsp, copy_len);
/*

* These fields are all only significant for the first 16 bits.
*

/

fpsp->cw & Oxffff; [* x87 control word */
fpsp->sw &= Oxffff; /* x87 status word */
fpsp->tag & Oxffff; /* x87 tag word */
f psp->cssel &= Oxffff; /* cs selector */
f psp- >dat asel &= Oxffff; [* ds selector */
fpsp->status &= Oxffff; /* saved status */

f psp->nxcsr = | fpr->nxcsr;

if (Ifpr->magic == LX _X86_FXSR_MAG Q)
bcopy(l fpr->_xmm fpsp->xmm sizeof (fpsp->xm));
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528 i

529

/

530 {

531
532
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587
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*
*
*
*
*/
n
X

The brand needs a | x version of this because the format of the Ix stack_t
differs fromthe Solaris stack_t not really in content but in ORDER
so we can't sinply pass pointers and expect things to work (sigh...)

t

_sigaltstack(uintptr_t nsp, uintptr_t osp)
I x_stack_t Is;

stack_t newsstack, ol dsstack;
stack_t *nssp = (nsp ? &newsstack :

stack_t *ossp = (osp ? &ol dsstack :

if (nsp) {
if (uucopy((void *)nsp,
return (-errno);

NULL) ;
NULL) ;

&'s, sizeof (Ix_stack_t)) != 0)

if ((Is.ss_flags & LX SS DI SABLE) == 0 &&
I's.ss_size < LX_M NSI GSTKSZ)

return (- ENOVEM ;

newsst ack. ss_sp (int
newsst ack. ss_si ze = (I
|

= S_sp;
_size
newsst ack. ss_fl ags =

*)Is.s

ong)l s. ss_si ze;
ss_fl ags;

}

if (sigaltstack(nssp, ossp)
return (-errno);

if (osp) {
Is.ss_sp = (void *)ol dsstack. ss_sp;
|s.ss_size = (size_t)ol dsstack. ss_si ze;
Is.ss_flags = ol dsstack.ss_fl ags;

1= 0)

if (uucopy(& s, (void *)osp,
return (-errno);

sizeof (Ix_stack_t)) != 0)
}

return (0);

The following routines are needed because sigset_ts and siginfo_ts are
different in format between Linux and Sol aris.

Note that there are two different
| x_osi gset _ts:

I x_sigset structures, |x_sigset_ts and

+ An | x_sigset_t is the equivalent of a Solaris sigset_t and supports
more than 32 signals.

+ An | x_osi gset _t
32 signals.

is simply a uint32_t, so it by definition only supports

When there are two versions of a routine, one prefixed with I x_rt_ and
one prefixed with I x_ alone, in GENERAL the Ix_rt_ routines deal wth
I x_sigset_ts while the I x_ routines deal with I x_osigset_ts. Unfortunately,
this i's not always the case (e.g. Ix_sigreturn() vs. |Ix_rt_sigreturn())
/
t
_sigpendi ng(uintptr_t sigpend)
sigset _t sigpendset;

if (sigpending(&sigpendset)
return (-errno);

1= 0)
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590 return (stol_osigset(&sigpendset, (Ix_osigset_t *)sigpend));

591 }

593 int

594 | x_rt_sigpendi ng(uintptr_t sigpend, uintptr_t setsize)

595 {

596 sigset _t sigpendset;

598 if ((size_t)setsize != sizeof (Ix_sigset_t))

599 return (-EINVAL);

601 if (si gpendl ng( &si gpendset) != 0)

602 turn (-errno);

604 return (stol_sigset(&sigpendset, (lx_sigset_t *)sigpend));

605 }

607 /*

608 * Create a common routine to encapsul ate all of the sigprocmask code,
609 * as the only difference between | x_sigprocnmask() and Ix_rt S|gprocmask()
610 * is the usage of Ix 05|gset ts vs. |x_sigset_ts, as toggled in the code by
611 * the setting of the "sigset_type" flag.

612 *

613 static int

614 | x_si gprocmask_common(ui ntptr_t how, uintptr_t |_setp, uintptr_t |_osetp,
615 uintptr_t sigset_type)

616 {

617 int err;

618 sigset_t set, oset;

619 sigset _t *s_setp = NULL;

620 sigset _t *s_osetp;

622 if (l_setp) {

623 switch (how {

624 case LX_SI G BLOCK:

625 “how = SI G BLOCK;

626 br eak;

628 case LX_SI G_UNBLOCK:

629 how = SI G_UNBLOCK;

630 br eak;

632 case LX_SI G_SETMASK:

633 how = SI G_SETMASK;

634 br eak;

636 defaul t:

637 return (-EINVAL);

638 }

640 s_setp = &set;

642 if (sigset_type == USE_SI GSET)

643 err = |tos_sigset((lx_sigset_t *)|_setp, s_setp);
644 el se

645 err = |tos_osigset((lx_osigset_t *)I_setp, s_setp);
647 if (err 1= 0)

648 return (err);

649 1

651 s_osetp = (|l _osetp ? &oset NULL) ;

653 /*

654 * In a nmultithreaded environment, a call to sigprocnask(2) should
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655
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710

712

714
715

717
718
719
720

{
711

* only affect the current thread' s signal mask so we don't need to
* explicitly call thr_sigsetmask(3C) here.
*/

if (sigprocmask(how, s_setp, s_osetp) != 0)
return (-errno);

if (lI_osetp) {
if (sigset_type == USE_SI GSET)
err = stol _sigset(s_osetp, (Ix_sigset_t *)|_osetp);
el se
err = stol _osigset(s_osetp, (lIx_osigset_t *)|_osetp);
if (err 1=0) {
/*
* Encountered a fault while witing to the old signal
* mask buffer, so unwind the signal mask change nade
* above.
*
/

(void) sigprocmask(how, s_osetp, (sigset_t *)NULL);
return (err);

}

return (0);

_sigprocnmask(uintptr_t how, uintptr_t setp, uintptr_t osetp)

return (I x_sigprocmask_common(how, setp, osetp, USE_OSI GSET));

Q_sget mask(voi d)
| x_osi gset _t ol dmask;
return ((Ix_sigprocmask_comon(SI G SETMASK, NULL, (uintptr_t)&ol dmask,
) USE_OSI GSET) !'=0) ? -errno : (int)oldnask);
i nt
| x_sset mask(uintptr_t sigmask)
i | x_osi gset _t newmask, ol dmask;
newrask = (| x_osigset_t)signask;
return ((1x_sigprocmask_comon(SI G SETMASK, (uintptr_t)&ewmask,

(uintptr_t)&ol dmask, USE_OSIGSET) != 0) ? -errno : (int)oldmask);
}
int
I x_rt_sigprocnmask(uintptr_t how, uintptr_t setp, uintptr_t osetp,
uintptr_t setsize)

if ((size_t)setsize != sizeof (Ix_sigset_t))
return (-EINVAL);

return (| x_sigprocmask_common(how, setp, osetp, USE_SI GSET));
}
i nt
| x_sigsuspend(uintptr_t set)
{

sigset _t s_set;

11
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722 if (ltos_osigset((lx_osigset_t *)set, &_set) != 0)
723 return (-errno);

725 return ((sigsuspend(&s_set) == -1) ? -errno : 0);
726 }

728 int

729 | x_rt_sigsuspend(uintptr_t set, uintptr_t setsize)

730 {

731 sigset _t s_set;

733 if ((size_t)setsize != sizeof (lx_sigset_t))

734 return (-EINVAL);

736 if (ltos_sigset((lx_sigset_t *)set, &_set) != 0)
737 return (-errno);

739 return ((sigsuspend(&s_set) == -1) ? -errno : 0);
740 }

742 int

743 | x_sigwai tinfo(uintptr_t set, uintptr_t sinfo)

744 {

745 | x_osigset_t *setp = (Ix_osigset_t *)set;

746 Ix_siginfo_t *sinfop = (I x_siginfo_t *)sinfo;

748 sigset _t s_set;

749 siginfo_t s_sinfo, *s_sinfop;

750 int rc;

752 if (ltos_osigset(setp, &_set) != 0)

753 return (-errno);

755 s_sinfop = (sinfop == NULL) ? NULL : &s_sinfo;
757 if ((rc = sigwaitinfo(&_set, s_sinfop)) == -1)
758 return (-errno);

760 if (s_sinfop == NULL)

761 return (rc);

763 return ((stol _siginfo(s_sinfop, sinfop) !=0) ? -errno :
764 }

766 int

767 | x_rt_sigwaitinfo(uintptr_t set, uintptr_t sinfo,

768 {

769 sigset _t s_set;

770 siginfo_t s_sinfo, *s_sinfop;

771 int rc;

773 | x_sigset_t *setp = (lx_sigset_t *)set;

774 Ix_siginfo_t *sinfop = (I x_siginfo_t *)sinfo;

776 if ((size_t)setsize != sizeof (Ix_sigset_t))

777 return (-EINVAL);

779 if (ltos_sigset(setp, &_set) !=0)

780 return (-errno);

782 s_sinfop = (sinfop == NULL) ? NULL : &s_sinfo;
784 if ((rc = sigwaitinfo(&s_set, s_sinfop)) == -1)
785 return (-errno);

re);

uintptr_t setsize)

12
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787
788

790
791

806
808
809
810

812
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815
816

818

819 Ix_rt_sigtinedwait(uintptr_t set,

820
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823
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826
827
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830
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835

837
838
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841
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844
845

847
848
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851
852

}

}

{

nt

* Ok Ok k% %

if (s_sinfop == NULL)
return (rc);

return ((stol _siginfo(s_sinfop, sinfop) !=0) ? -errno : rc);
_sigtimedwai t (uintptr_t set, uintptr_t sinfo, uintptr_t toutp)

sigset _t s_set;
siginfo_t s_sinfo, *s_sinfop;
int rc;
| x_osigset_t *setp = (lx_osigset_t *)set;
I x_siginfo_t *sinfop = (I x_siginfo_t *)sinfo;
if (ltos_osigset(setp, &_set) != 0)

return (-errno);
s_sinfop = (sinfop == NULL) ? NULL : &s_sinfo;
if ((rc = sigtinmedwait(&s_set, s_sinfop,

(struct tinmespec *)toutp)) == -1)

return (-errno);
if (s_sinfop == NULL)

return (rc);
return ((stol _siginfo(s_sinfop, sinfop) !=0) ? -errno : rc);

uintptr_t sinfo, uintptr_t toutp,

uintptr_t setsize)

sigset _t s_set;

siginfo_t s_sinfo, *s_sinfop;
int rc;
I x_sigset_t *setp = (lx_sigset_t *)set;
Ix_siginfo_t *sinfop = (I x_siginfo_t *)sinfo;
if ((size_t)setsize != sizeof (Ix_sigset_t))
return (-EINVAL);
if (ltos_sigset(setp, &s_set) !=0)
return (-errno);
s_sinfop = (sinfop == NULL) ? NULL : &s_sinfo;
if ((rc = sigtinedwait(&s_set, s_sinfop,
(struct timespec *)toutp)) == -1)
return (-errno);
if (s_sinfop == NULL)
return (rc);
return ((stol _siginfo(s_sinfop, sinfop) !=0) ? -errno : rc);

Intercept the Linux sigreturn() syscall to turn it
the libc call stack that Solaris expects.

into the return through

When control returns to libc's call_user_handler() routine, a setcontext(2)
wi Il be done that returns thread execution to the point originally
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853 * interrupted by recei pt of the signal.

854 */

855 int

856 | x_si greturn(void)

857 {

858 struct |x_ol dsigstack *Ix_ossp;

859 I x_sigset_t |x_sigset;

860 Ix_regs_t *rp;

861 ucont ext _t *ucp;

862 uintptr_t sp;

864 rp = I x_syscall _regs();

866 /*

867 * NOTE: The sp saved in the context is eight bytes off of where we
868 * need it to be.

869 */

870 sp = (uintptr_t)rp->Ixr_esp - 8;

872 /*

873 * At this point, the stack pointer should point to the struct

874 * | x_ol dsigstack that |x_build_old_signal _frame() constructed and
875 * placed on the stack. W need to reference it a bit later, so
876 */save a pointer to it before increnenting our copy of the sp.

877 *

878 I x_ossp = (struct |x_ol dsigstack *)sp;

879 sp += sizeof (struct |x_ol dsigstack);

881 /*

882 * | x_sigdeliver() pushes LX_SIGRT_MAG C on the stack before it

883 * creates the struct |x_ol dsigstack.

884 *

885 * |f we don't find it here, the stack’s been corrupted and we need to
886 * kill oursel ves.

887 */

888 if (*(uint32_t *)sp != LX_SIGRT_NAG Q)

889 I x_err_fatal (gettext(

890 "sp @O0x%, expected Ox¥%, found Ox¥%!"),

891 sp, LX SIGRT_MAG C, *(uint32_t *)sp);

893 sp += sizeof (uint32_t);

895 /*

896 * For signal nmask handling to be done properly, this call needs to
897 * return to the libc routine that originally called the signal handler
898 * rather than directly set the context back to the place the signal
899 * interrupted execution as the original Linux code would do.

900 *

901 * Here *sp points to the Solaris ucontext_t, so we need to copy
902 * machi ne registers the Linux signal handler nay have nodified

903 * back to the Solaris version.

904 */

905 ucp = (ucontext_t *)(*(uint32_t *)sp);

907 /*

908 * Ceneral registers copy across as-is, except Linux expects that
909 * changes nade to uc_ntontext.gregs[ESP] will be reflected when the
910 * interrupted thread resunes execution after the signal handler. To
911 * emul ate this behavior, we nust nodify uc_ntontext.gregs[UESP] to
912 * match uc_ntontext.gregs[ESP] as Solaris will restore the UESP
913 * value to ESP.

914 */

915 | x_ossp->si gc.sc_esp_at_signal = | x_ossp->sigc.sc_esp;

916 bcopy( & x_ossp->si gc, &ucp->uc_nctontext, sizeof (gregset_t));

918 /* copy back FP regs if present */

14



new usr/src/lib/brand/ Il x/1x_brand/ common/ signal .c

919
920

922
923
924
925
926

928
929
930
931
932
933
934
935
936
937
938
939

941
942
943

945
946
947
948
949
950
951
952

956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971
972
973
974

976
977
978
979
980
981
982
983

if (lx_ossp->sigc.sc_fpstate !'= NULL)
Itos_fpstate(& x_ossp->fpstate, &ucp->uc_ntontext.fpregs);

/* convert Linux signal mask back to its Solaris equivalent */

bzero( & x_si gset, sizeof (Ix_sigset_t));

I x_sigset.__bits[0] = |x_ossp->sigc.sc_mask;

Ix_sigset.__bits[1] = I x_ossp->sig_extra;

(void) Itos_sigset(& x_sigset, &ucp->uc_sigmask);

/*

* At this point sp contains the value of the stack pointer when

* | x_call _user_handl er() was call ed.

*

* Pop one nore value off the stack and pass the new sp to

* | x_sigreturn_tolibc(), which will in turn manipul ate the x86

* registers to nake it appear to libc's call_user_handler() as if the
* handler it had called returned.

*/

sp += sizeof (uint32_t);
I x_debug("calling I x_sigreturn_tolibc(0x%)",
I x_sigreturn_tolibc(sp);

sp);

| * NOTREACHED* /
return (0);

_sigreturn(void)
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struct |x_sigstack *Ix_ssp;

I x_regs_t *rp;

I x_ucontext_t *I|x_ucp;

ucontext _t *ucp;

uintptr_t sp;

rp = I x_syscall _regs();

/*

* NOTE: Because of sonme silly conpatibility measures done in the

* signal tranpoline code to nmake sure it uses the _exact sanme_
i instructi on sequence Linux does, we have to nanual ly "pop"
* one extra four byte instruction off the stack here before

* passing the stack address to the syscall because the

* tranpoline code isn't allowed to do it.

*

* No, |’ m not ki ddi ng.

*

* The sp saved in the context is eight bytes off of where we
* need it to be, so the need to pop the extra four byte

* instruction means we need to subtract a net four bytes from
* the sp before "popping" the struct |x_sigstack off the stack.
* This will yield the value the stack pointer had before

* | x_sigdeliver() created the stack frame for the Linux signal
* handl er.

*

/
sp = (uintptr_t)rp->Ixr_esp - 4;

At this point, the stack pointer should point to the struct

| x_sigstack that |x_build_signal _frame() constructed and

pl aced on the stack. W need to reference it a bit later, so
save a pointer to it before incrementing our copy of the sp.

* ok kb k%

I x_ssp = (struct |x_sigstack *)sp;
sp += sizeof (struct |x_sigstack);
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985 /*

986 * | x_sigdeliver() pushes LX SIGRT_MAG C on the stack before it

987 * creates the struct |x_sigstack (and possibly struct |x_fpstate_t).

988 *

989 * |f we don't find it here, the stack’s been corrupted and we need to

990 * kill ourselves.

991 */

992 if (*(uint32_t *)sp != LX_ SI GRT_MAG O)

993 I x_err_fatal (gettext("sp @Ox%, expected Ox%, found Ox%!"),

994 sp, LX SIGRT_MAG C, *(uint32_t *)sp);

996 sp += sizeof (uint32_t);

998 /*

999 * For signal mask handling to be done properly, this call needs to
1000 * return to the libc routine that originally called the signal handler
1001 * rather than directly set the context back to the place the signal
1002 * interrupted execution as the original Linux code would do.

1003 *

1004 * Here *sp points to the Solaris ucontext_t, so we need to copy
1005 * machi ne registers the Linux signal handler nay have nodified
1006 * back to the Solaris version.

1007 */

1008 ucp = (ucontext_t *)(*(uint32_t *)sp);

1010 I x_ucp = I x_ssp->ucp;

1012 if (Ix_ucp !'= NULL) {

1013 /*

1014 * General registers copy across as-is, except Linux expects
1015 * that changes nade to uc_ntontext.gregs[ESP] will be reflected
1016 * when the interrupted thread resunes execution after the
1017 * signal handler. To emulate this behavior, we nust nodify
1018 * uc_ntontext.gregs[ UESP] to match uc_ntontext.gregs[ ESP] as
1019 * Solaris will restore the UESP value to ESP.

1020 */

1021 | x_ucp->uc_si gcontext.sc_esp_at_signal =

1022 | x_ucp->uc_si gcont ext. sc_esp;

1023 bcopy( & x_ucp->uc_si gcont ext, &ucp->uc_ntontext. gregs,

1024 si zeof (gregset_t));

1026 if (Ix_ucp->uc_sigcontext.sc_fpstate !'= NULL)

1027 I tos_fpstate(lx_ucp->uc_sigcontext.sc_fpstate,

1028 &ucp- >uc_ntont ext . f pregs);

1030 /*

1031 * Convert the Linux signal mask and stack back to their
1032 * Sol aris equival ents.

1033 *

1034 (void) Itos_sigset(& x_ucp->uc_si gnask, &ucp->uc_si gmask);
1035 I tos_stack(& x_ucp->uc_stack, &ucp->uc_stack);

1036 }

1038 /*

1039 * At this point sp contains the value of the stack pointer when
1040 * | x_call _user_handl er() was called.

1041 *

1042 * Pop one nore value off the stack and pass the new sp to

1043 * | x_sigreturn_tolibc(), which will in turn nmanipulate the x86
1044 * registers to nake it appear to libc's call_user_handler() as if the
1045 * handler it had called returned.

1046 */

1047 sp += sizeof (uint32_t);

1048 | x_debug("calling | x_sigreturn_tolibc(Ox%)", sp);

1049 I x_sigreturn_tolibc(sp);
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1051 | * NOTREACHED* /

1052 return (0);

1053

1055

1056 * Build signal frame for processing for "old" (legacy) Linux signals

1057 */

1058 static void

1059 | x_build_ol d_signal _frame(int Ix_sig, siginfo_t *sip, void *p, void *sp)
1060

1061 extern void | x_sigreturn_tranp();

1063 | x_sigset_t |x_sigset;

1064 ucontext_t *ucp = (ucontext_t *)p;

1065 struct |x_sigaction *|xsap;

1066 struct |x_ol dsigstack *Ix_ossp = sp;

1068 | x_debug("building old signal frane for Ix sig %d at Ox%", |x_sig, sp);
1070 I x _0ssp- >sig = Ix_sig;

1071 | xsap = & x_sighandlers.|x_sa[lx_sig];

1072 | x_debug("| xsap @ O0x%", |xsap);

1074 if (lxsap & (I xsap->l xsa_flags & LX_SA RESTORER) &&

1075 | xsap- >l xsa_restor er)

1076 | x_ossp->retaddr = | xsap->| xsa_restorer;

1077 | x_debug("| xsa_restorer exists @O0x%", |x_ossp->retaddr);
1078 } else {

1079 | x_ossp->retaddr = | x_sigreturn_tranp;

1080 | x_debug("| x_ossp->retaddr set to Ox%", |x_sigreturn_tranp);
1081 }

1083 | x_debug("osf retaddr = Ox%", |x_ossp->retaddr);

1085 /* convert Solaris signal mask and stack to their Linux equivalents */
1086 (voi d) stol _sigset (&ucp >uc_si gmask, &l x_sigset);

1087 | x_ossp->si gc. sc_| mask = I x_sigset. bits[0];

1088 | x_ossp->sig_extra = | x_sigset.__bits[1];

1090 /*

1091 * Ceneral registers copy across as-is, except Linux expects that
1092 * uc_ntont ext. gregs[ ESP] == uc_ntontext. gregs[ UESP] on receipt of a
1093 * signal .

1094 */

1095 bcopy(&ucp->uc_ntont ext, & x_ossp->sigc, sizeof (gregset_t));

1096 | x_ossp->si gc.sc_esp = i x _0ssp->sigc. sc_esp_at_signal;

1098 I*

1099 * cr2 contains the faulting address, and Linux only sets cr2 for a
1100 * a segnmentation fault.

1101 */

1102 I x_ossp->sigc.sc_cr2 = (((Ix_sig == LX_SIGSEGV) && (sip)) ?

1103 (uintptr_t)sip- >SI _addr : 0);

1105 /* convert FP regs if present */

1106 if (ucp->uc_flags & UC_FPU)

1107 stol _f pstate(&ucp->uc_ntontext.fpregs, & x_ossp->fpstate);
1108 | x_ossp->sigc.sc_fpstate = & x_ossp->fpstate;

1109 } else {

1110 | x_ossp->sigc.sc_fpstate = NULL;

1111 1

1113 /*

1114 * Believe it or not, gdb wants to SEE the tranpoline code on the
1115 * bottom of the stack to determ ne whether the stack frane bel ongs to
1116 * a signal handl er, even though this code is no |onger actually
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1117
1118
1119
1120
1121
1122
1123

1125
1126
1127
1128
1129

1131

1133
1134
1135
1136

1138

1140
1141
1142

1144
1145

1147
1148
1149
1150
1151
1152
1153
1154

1156
1157
1158

1160
1161
1162

1164
1165
1166
1167
1168
1169
1170

1172
1173
1174
1175
1176
1177

1179
1180
1181
1182

* cal | ed.

*

* You can’t neke this stuff up.
*

bcopy((void *)Ix_sigreturn_tramp, |x_ossp->tranpoline,
si zeof (|x_ossp->tranpoline));

* Build signal frane for processing for nodern Linux signals
*/

static void
I x_build_signal _franme(int Ix_sig, siginfo_t *sip, void *p, void *sp)
1130 {

extern void I x_rt_sigreturn_tranp();

I x_ucontext _t *Ix_ucp;

ucontext _t *ucp = (ucontext_t *)p;
struct |x_sigstack *Ix_ssp = sp;
struct |x_sigaction *Ixsap;

| x_debug("building signal frame for Ix sig %d at Ox%", |x_sig, sp);
I x_ucp = & x_ssp->uc;

| Xx_ssp->ucp | x_ucp;
| x_ssp->sig I x_sig;

I xsap = & x_sighandlers.|x_sa[lx_sig];
| x_debug("| xsap @ 0x%", |xsap);

if (lxsap & (Il xsap->lxsa_flags & LX_SA RESTORER) &&
| xsap- >l xsa_restorer)

| x_ssp->retaddr = | xsap->| xsa_restorer;

| x_debug("l xsa_restorer exists @Ox%", |x_ssp->retaddr);
} else {

| x_ssp->retaddr = | x_rt S|greturntrarrp

| x_debug("| x_ssp- >retaddr set to Ox%", |Ix_rt_sigreturn_tranp);

* Linux has these fields but always clears themto 0 */
x_ucp->uc_flags = 0;
I x_ucp->uc_link = NULL;

}
/
|

/* convert Solaris signal mask and stack to their Linux equivalents */
(voi d) stol _sigset(&ucp->uc_signmask, & x_ucp->uc_si gnask) ;
stol _st ack(&ucp->uc_stack, & x_ucp->uc_stack);

/*
* Ceneral registers copy across as-is, except Linux expects that
* uc_ntont ext. gregs[ ESP] == uc_ntont ext. gregs[ UESP] on receipt of a
* signal .
&/
bcopy(&ucp- >uc_ntont ext, & x_ucp->uc_sigcontext, sizeof (gregset_t));
| x_ucp->uc_si gcontext.sc_esp = | x_ucp->uc_si gcontext.sc_esp_at_signal;
/*

* cr2 contains the faulting address, which Linux only sets for a
* a segnmentation fault.
*/

I x_ucp->uc_sigcontext.sc_cr2 = ((lx_sig == LX_SIGSEGV) && (sip)) ?
(uintptr_t)sip->si_addr : O;

/*

Point the I x_siginfo_t pointer to the signal stack’s |x_siginfo_t
* if there was a Solaris siginfo_t to convert, otherwise set it to
* NULL.
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1183 *

1184 if ((sip) & (stol_siginfo(sip, & x_ssp->si) == 0))

1185 | x_ssp->sip = & x_ssp->si;

1186 el se

1187 I x_ssp->sip = NULL;

1189 /* convert FP regs if present */

1190 if (ucp->uc_flags & UC _FPU) {

1191 /*

1192 * Copy FP regs to the appropriate place in the the | x_sigstac
1193 * structure.

1194 */

1195 stol _fpstate(&ucp->uc_ntontext.fpregs, & x_ssp->fpstate);
1196 | x_ucp->uc_si gcontext.sc_fpstate = & x_ssp->fpstate;

1197 } else

1198 | x_ucp->uc_si gcontext.sc_fpstate = NULL;

1200 /*

1201 * Believe it or not, gdb wants to SEE the tranpoline code on the
1202 * bottom of the stack to deternine whether the stack frane bel ongs to
1203 * a signal handler, even though this code is no |onger actually
1204 * calle

1205 *

1206 * You can’t neke this stuff up.

1207 *

1208 bcopy((void *)Ix_rt_sigreturn_tranp, |x_ssp->tranpoline,

1209 si zeof (|x_ssp->tranpoline));

1210 }

1212 /*

1213 * This is the second |l evel interposition handler for Linux signals.

1214 */

1215 static void

1216 | x_cal | _user_handler(int sig, siginfo_t *sip, void *p)

1217 {

1218 voi d (*user handl er) ();

1219 void (*stk_builder)();

1221 Ix_tsd_t *I|x_tsd;

1222 struct |x_sigaction *Ixsap;

1223 ucontext_t *ucp = (ucontext_t *)p;

1224 uintptr_t gs;

1225 size_t stksize;

1226 int err, Ix_sig;

1228 /*

1229 * |f Solaris signal has no Linux equivalent, effectively

1230 * jgnore it.

1231 *

1232 if ((Ix_sig = stol _signo[sig]) == -1) {

1233 | x_debug("caught solaris signal %, no Linux equivalent", sig);
1234 return;

1235 }

1237 | x_debug("interpose caught solaris signal %l, translating to Linux "
1238 "signal %", sig, Ix_sig);

1240 | xsap = & x_sighandl ers. | x_sa[l x_sig];

1241 | x_debug("| xsap @ 0x%", |xsap);

1243 if ((sig == SIGPWR) && (Il xsap->lxsa_handler == SIG DFL)) {

1244 /* Linux SIGDFL for SIGPVWR is to ternminate */

1245 exit (LX_SIGPWR | 0x80);

1246 }

1248 if ((lxsap->lxsa_handler == SIGDFL) ||
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1249 (I xsap- >l xsa_handl er == SIG_|

1250 I x _err fatal(gettext( % set to %? How?!?!?"),

1251 "1 xsa_handl er’

1252 ((I xsap->I xsa_handl er == S| G DFL) ? "SI G DFL" "SIGIGN'),
1253 | xsap- >l xsa_handl er);

1255 if ((err = thr_getspecific(lx_tsd_key, (void **)& x_tsd)) != 0)
1256 I x_err_fatal (gettext(

1257 "%: unable to read thread-specific data: %"),

1258 "l x_cal | _user_handl er", strerror(err));

1260 assert(lx_tsd !'= 0);

1262 gs = I x_tsd->I xtsd_gs & Oxffff; /* gs is only 16 bits */
1264 /*

1265 * Any zero %gs val ue shoul d be caught when a save is attenpted in
1266 * | x_enulate(), but this extra check will catch any zero val ues due to
1267 * bugs in the library.

1268 *

1269 assert(gs != 0);

1271 if (lxsap->lxsa_flags & LX_SA SI A NFO

1272 stksize = sizeof (struct |x_sigstack);

1273 st k_buil der = | x_buil d_signal _frame;

1274 } else {

1275 stksize = sizeof (struct |x_ol dsigstack);

1276 stk_builder = I x_build_ol d_signal _frane;

1277 }

1279 user _handl er = | xsap- >l xsa_handl er;

1281 I x_debug("delivering % (Ix %) to handler at Ox% with gs Ox%", sig,
1282 I x_sig, |xsap->Ixsa_handler, gs);

1284 if (I xsap >| xsa_flags & LX_ SA \ RESETHAND)

1285 | xsap- >l xsa_handl er = SI G DFL;

1287 /*

1288 * | x_sigdeliver() doesn't return, so it relies on the Linux

1289 * signal handlers to clean up the stack, reset the current

1290 * signal mask and return to the code interrupted by the signal.
1291 */

1292 I x_sigdeliver(lx_sig, sip, ucp, stksize, stk_builder, user_handler, gs);
1293 }

1295 /*

1296 * Common routine to nodify sigaction characteristics of a thread.

1297 *

1298 * We shouldn’t need any special |ocking code here as we actually use
1299 * libc's sigaction() to do all the real work, so its thread |ocking should
1300 * take care of any Issues for us.

1301 *

1302 static int

1303 | x_sigaction_conmon(int |x_sig, struct |x_sigaction *I|xsp,

1304 struct |x_sigaction *ol xsp)

1305 {

1306 struct |x_sigaction *|xsap;

1307 struct sigaction sa;

1309 if (Ix_sig<=0]]| Ix_sig >= LXNSIQ

1310 return (-EINVAL);

1312 I xsap = & x_sighandl ers.|x_sa[lx_sig];

1313 | x_debug(" & x_si ghandl ers.Tx_sa[ %] = Ox%", |x_sig, |xsap);

20
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1315 if ((olxsp !'= NULL) && 1381 */
1316 ((uucopy(l xsap, ol xsp, sizeof (struct Ix_sigaction))) != 0)) 1382 if ((sig!= SIGPWR) &&
1317 return (-errno); 1383 (I xsa.lxsa_flags & LX SA_RESETHAND))
1384 sa.sa_flags | = SA RESETHAND;
1319 if (Ixsp !'= NULL) {
1320 int err, sig; 1386 if (ltos_sigset(& xsa.lxsa_nmask,
1321 struct Ix_5| gaction | xsa; 1387 &sa. sa nrask) I= 0) {
1322 sigset _t new set, oset; 1388 err = errno
1389 (voi d) Si gpr ocmask( Sl G_SETMASK, &oset,
1324 if (uucopy(lxsp, & xsa, sizeof (struct |x_sigaction)) != 0) 1390 NULL) ;
1325 return (-errno); 1391 return (- err)
1392 }
1327 if ((sig =1Iltos_signo[lx_sig]) !=-1) {
1328 /* 1394 | x_debug("i nterposi ng handl er @O0x% for
1329 * Block this signal while nessing with its dispostion 1395 "signal % (Ix %), flags Ox¥%",
1330 */ 1396 | xsa. | xsa_handl er, sig, |Ix_sig,
1331 (voi d) sigenptyset (&new_set); 1397 | xsa. | xsa_fl ags);
1332 (voi d) sigaddset (&ew_set, sig);
1399 if (sigaction(sig, &sa NULL) < 0) {
1334 if (sigprocmask(SlI G BLOCK, &new set, &oset) < 0) { 1400 err = errn
1335 err = errno; 1401 I x debug( SI gaction() to set new "
1336 | x_debug("unabl e to bl ock signal %: %", sig, 1402 "di sp05| tion for signal % failed:
1337 strerror(err)); 1403 "os", sig, strerror(err));
1338 return (-err); 1404 (voi d) si gprocmask( SI G_ SETMASK, &oset,
1339 } 1405 NULL) ;
1406 return (-err);
1341 /* 1407 }
1342 * W don't really need the ol d signal disposition at 1408 } elseif ((sig!= SIGPVWR) ||
1343 * this point, but this weeds out signals that would 1409 ((sig == SIGPWR) &&
1344 * cause si gactlon() to return an error before we change 1410 (I'xsa.l xsa_handler == SIGI1QN))) {
1345 * anything other than the current signal mask. 1411 /*
1346 */ 1412 * There's no need to interpose for SIGDFL or
1347 if (sigaction(sig, NULL, &sa) < 0) { 1413 * SIGIGN so just call libc' s sigaction(), but
1348 err = errno; 1414 * don't allow SIG DFL for SIGPWR due to
1349 | x_debug("sigaction() to get old " 1415 * differing default actions between Linux and
1350 "disposition for signal % failed: " 1416 * Sol ari s.
1351 "9s", sig, strerror(err)); 1417 *
1352 (voi d) sigprocnask(SI G SETMASK, &oset, NULL); 1418 * Get the previous disposition first so things
1353 return (-err); 1419 * |ike sa_mask and sa_flags are preserved over
1354 } 1420 * atransition to SIGDFL or SIGIGN, which is
1421 * what Linux expects.
1356 if ((lxsa.lxsa_handler !'= SIGDFL) && 1422 */
1357 (I xsa. |l xsa_handler != Sl G_ aV)) {
1358 sa.sa_handl er = I x_call _user_handl er; 1424 sa.sa_handl er = | xsa.lxsa_handl er;
1360 /* 1426 if (sigaction(sig, &sa, NULL) < 0) {
1361 * The interposition signal handl er needs the 1427 err = errno;
1362 * information provided via the SA SI G NFO fl ag. 1428 I x debug( si gacti on( %, O/s) failed: %"
1363 */ 1429 sig, ((sa.sa_handler == SIGDFL) ?
1364 sa.sa_flags = SA_SI G NFQ, 1430 "SIGDFL" : "SIGIGN'),
1431 strerror(err))
1366 if (lxsa.lxsa_flags & LX_SA NOCLDSTOP) 1432 (voi d) si gpr ocrmsk( SI G_SETMASK, &oset,
1367 sa.sa_flags | = SA_NOCLDSTOP; 1433 NULL) ;
1368 if (lxsa.lxsa_flags & LX_SA NOCLDWAI T) 1434 return (- err)
1369 sa.sa_flags | = SA_NOCLDWAI T; 1435 }
1370 if (Ixsa.lxsa_flags & LX _SA ONSTACK) 1436 }
1371 sa.sa_flags | = SA_ONSTACK; 1437 } else {
1372 if (Ixsa.lxsa_flags & LX_SA RESTART) 1438 | x_debug("Linux signal with no kill support "
1373 sa.sa_flags | = SA RESTART; 1439 "specified: %", |x_sig);
1374 if (Ixsa.lxsa_flags & LX _SA NODEFER) 1440 }
1375 sa.sa_flags | = SA_NODEFER,
1442 /*
1377 /* 1443 * Save the new disposition for the signal in the global
1378 * Can’t use RESETHAND with SI GPVR due to 1444 * | x_sighandl ers structure.
1379 * different default actions between Linux 1445 */
1380 * and Sol aris. 1446 bcopy( & xsa, |xsap, sizeof (struct |x_sigaction));
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1513 I x_rt_sigaction(uintptr_t Ix_sig, uintptr_t actp, uintptr_t oactp,

1448 /* 1514 uintptr_t setsize)
1449 * Reset the signal mask to what we cane in with if 1515 {
1450 * we were nodifying a kill-supported signal. 1516 /*
1451 */ 1517 * The "new' rt_sigaction call checks the setsize
1452 if (sig!=-1) 1518 * paraneter.
1453 (voi d) sigprocnask(SI G SETMASK, &oset, NULL); 1519 */
1454 } 1520 if ((size_t)setsize != sizeof (lx_sigset_t))
1521 return (-EI NVAL);
1456 return (0);
1457 } 1523 return (I x_sigaction_common(lx_sig, (struct |x_sigaction *)actp,
1524 (struct |x_sigaction *)oactp));
1459 int 1525 }
1460 | x_sigaction(uintptr_t |Ix_sig, uintptr_t actp, uintptr_t oactp)
1461 { 1527 /| *
1462 int val; 1528 * Convert signal syscall to a call to the Ix_sigaction() syscall
1463 struct | x_sigaction sa, osa; 1529 */
1464 struct |x_sigaction *sap, *osap; 1530 int
1465 struct |x_osigaction *osp; 1531 I x_signal (uintptr_t Ix_sig, uintptr_t handler)
1532 {
1467 sap = (actp ? &sa : NULL); 1533 struct sigaction act;
1468 osap = (oactp ? &osa : NULL); 1534 struct sigaction oact;
1535 int rc;
1470 /*
1471 * |f we have a source pointer, convert source |xsa_nask from 1537 /*
1472 * | x_osigset_t to Ix_sigset_t format. 1538 * Use sigaction to mimc SYSV signal () behavior; glibc wll
1473 */ 1539 * actually call sigaction(2) itself, so we're really reaching
1474 if (sap) { 1540 * back for signal (2) semantics here.
1475 osp = (struct |x_osigaction *)actp; 1541 */
1476 sap- >l xsa_handl er = osp->l xsa_handl er; 1542 bzero(&act, sizeof (act));
1543 act.sa_handler = (void (*)())handler;
1478 bzer o( &ap- >l xsa_mask, sizeof (Ix_sigset_t)); 1544 act.sa_flags = SA RESETHAND | SA_NODEFER;
1480 for (val = 1; val <= OSIGSET_NBITS; val ++) 1546 rc = I x_sigaction(lx_sig, (uintptr_t)&act, (uintptr_t)&oact);
1481 if (osp->lxsa_mask & OS|I GSET_BI TSET(val )) 1547 return ((rc == 0) ? ((int)oact.sa_handler) : rc);
1482 (voi d) | x_sigaddset (&sap->l xsa_nask, val); 1548 }
1484 sap- >l xsa_fl ags = osp->l xsa_fl ags; 1550 int
1485 sap- >l xsa_restorer = osp->| xsa_restorer; 1551 I x_tgkill (uintptr_t tgid, uintptr_t pid, uintptr_t sig)
1486 } 1552 {
1558 if (((pid_t)tgid <= 0) || ((pid_t)pid <= 0))
1488 if ((val = 1x_sigaction_comon(lx_sig, sap, osap))) 1554 return (-EINVAL);
1489 return (val);
1556 if (tgid != pid) {
1491 /* 1557 | x_unsupport ed(gettext(
1492 * |f we have a save pointer, convert the old I xsa_nask from 1558 "BrandZ tgkill (2) does not support gid != pidin"));
1493 * | x_sigset_t to Ix_osigset_t format. 1559 return (-ENOTSUP);
1494 */ 1560 }
1495 if (osap) {
1496 osp = (struct |x_osigaction *)oactp; 1562 /*
1563 * Pad the Ix_tkill() call with NULLs to match the | N_KERNEL_SYSCALL
1498 osp- >l xsa_handl er = osap->| xsa_handl er; 1564 * prototype generated for it by IN_KERNEL_SYSCALL in | x_brand. c.
1565 */
1500 bzer o( &osp- >l xsa_mask, sizeof (osp->|xsa_mask)); 1566 return (I x_tkill(pid, sig, NULL, NULL, NULL, NULL));
1501 for (val = 1; val <= OSIGSET_NBITS; val ++) 1567 }
1502 if (1x_sigismenber(&osap->l xsa_mask, val))
1503 osp- >l xsa_mask | = OSI GSET_BI TSET(val ) ; 1569 /*
1570 * This Croutine to save the passed %gs value into the thread-specific save
1505 osp->l xsa_fl ags = osap->l xsa_fl ags; 1571 * area is called by the assenbly routine |x_sigacthandler.
1506 osp->| xsa_restorer = osap->lxsa_restorer; 1572 */
1507 } 1573 voi d
1574 | x_si gsavegs(uintptr_t signalled_gs)
1509 return (0); 1575 {
1510 } 1576 I x_tsd_t *I|x_tsd;
1577 int err;

1512 int
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1579

1581
1582
1583
1584
1585
1586
1587
1588
1589
1590
1591
1592
1593
1594
A595]
1596
1597
1598
1599

1601
1602
1603
1604
1605
1606

1608
1610

1612
1613
1614
1615

1617
1618
1619
1620
1621

1623
1624
1625

1627
1628
1629
1630
1631

1633
1634
1635

1637
1638
1639
1640
1641
1642
1643

signal l ed_gs &= Oxffff;
/

/* gs is only 16 bits */

VWile a %gs of 0 is technically |egal
never dereferences nenory using %gs), Solaris has its own
to how a zero %gs should be handled in _update_sregs(), su
any 32-bit user process with a %gs of zero running on a sy
a 64-bit kernel will
return froma systemcall,
pl ace until
of the base address fromthe appropriate descriptor table.

(as long as the appl

| eaving an incorrect base addre

Of course the kernel will
returning froma systemcall,
segnmentation fault.

resulting in an application

To avoid this situation,
to try and capture any Linux process that takes a signal
%s installed.

* %k k ok ko % ok k ok k% ok ok F ok

*

assert(signalled_gs != 0);

if (signalled_gs != LWPGS_SEL)
if ((err = thr getspe0|f|c(lx tsd_key,
(void **)& x_tsd)) !=
I x_err_fatal (gettext(
"%: unable to read thread-specific data:
"si gsavegs", strerror(err));

assert(lx_tsd !'= 0);
| x_tsd->l xtsd_gs = signalled_gs;

| x_debug( "l x_si gsavegs():
| x_tsd, signalled_gs);

gsp Ox%, saved gs:

_siginit(void)

extern void set_setcontext_enforcenment(int);
extern void | x_sigacthandler(int, siginfo_t *, void *);
struct sigaction sa;

si gset _t new_set, oset;

int Ix_sig, sig;

Bl ock all
nmechani sm

* signals possible while setting up the signal inp
(void) sigfillset(&iew set);

if (sigprocmask(SI G BLOCK, &new set, &oset) < 0)
I x _err fatal (gettext(" unabl e to bl ock signals while s
"imposition mechanism %"), strerror(errno));

/*

* | gnore any signals that have no Linux anal og so that those
* signals cannot be sent to Linux processes fromthe gl obal
*/

for (sig =1; sig
if (stol

< NSIG sig++)
signo[sig] < 0)
(voi d) sigignore(sig);

i cation
i deas as
ch that
stemwith

ss in

)

"),

oxo%\ n",

osition

25

have its %s hidden base register stonped on on

the next tine %gs is actually rel oaded (forcing a rel oad

once again stomp on THAT base address when

disallow a save of a zero %gs here in order
with a zero

etting up "

zone
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1645
1646
1647
1648
1649
1650
1651
1652
1653
1654
1655
1656
1657
1658
1659
1660
1661
1662
1663
1664
1665

1667
1668
1669
1670
1671
1672
1673
1674
1675
1676

1678
1679
1680
1681
1682
1683

1685
1686
1687
1688
1689
1690
1691
1692

1694
1695
1696

1698
1699
1700
1701
1702
1703
1704
1705

1707
1708
1709
1710

/
As nentioned previously, when a user signal handler is installed
via sigaction(), libc interposes on the nmechani smby actually
installing an internal routine sigacthandler() as the signal

handl er. On receipt of the signal, |ibc does sone thread-rel ated
processing via sigacthandler(), then calls the registered user
signal handl er on behal f of the user.

We need to interpose on that mechanismto make sure the correct
%ys segment register value is installed before the libc routine
is called, otherwise the libc code will die with a segnentation
fault.

The private libc routine setsigacthandler() wll set our
interposition routine, |x_sigacthandler(), as the default
"sigacthandler" routine for all new signal handlers for this
t hread.

$ ok ko ok ok Sk k k ok Rk ok ¥k b F o

*

/

set si gact handl er (I x_si gact handl er,

I x_debug("| x_si gact handl er installed,
i bc_sigacthandl er);

&l i bc_sigact handl er);
I'i bc_si gact handl er = 0x%",

/
Mark any signals that are ignored as ignored in our
handl er array

* i nterposition
*/
or (Ix_sig =1; Ix_sig < LXNSIG Ix_sig++) {
if (((sig=1tos_signo[lx_sig]) !'=-1) &&
(sigaction(sig, NULL, &sa) < 0))
I x_err_fatal (gettext("unable to determ ne previous
8"),

f

"di sposition for signal %d:
sig, strerror(errno));

if (sa.sa_handler == SIGIGQY) {
I X debug( mar ki ng signal

si g, sig);
I x S|ghandlers I x _sa[lx_sig].

v (Ix %) as SIG |G\,

| xsa_handl er = SIG | G\,

}

/*

* Have our interposition handler handle SIGPWR to start with,

* as it has a default action of terminating the process in Linux
* but its default is to be ignored in Solaris.

*

(voi d) sigenptyset(&sa.sa_mask);

sa.sa_sigaction = | x_call_user_handler;
sa.sa_flags = SA_SI A NFQ,
if (sigaction(SIGPWR &sa, NULL) < 0)

I x_err_fatal (gettext("% failed:
strerror(errno));

%"), "sigaction(SIGPWR)"

Sol aris’ libc forces certain register values in the ucontext_t
used to restore a post-signal user context to be those Solaris
expects; however that is not what we want to happen if the signal
was taken while branded code was executing, so we nust disable

* that behavior.

*/

set _set cont ext _enforcenent (0);

* ok k k¥

/*

* Reset the signal mask to what we came in with
*/

(voi d) sigprocmask(SI G SETMASK, &oset, NULL);

26
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1712 | x_debug("interposition handl er setup for SIGPWR');
1713 return (0);
1714 }

1715 #endif /* ! codereview */
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LX zone support should now build and packages of rel evance produced.

Bring back LX zones.

LR

1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "Li

6 * You may not use this file except in conpliance with the License.
7 *

8 * You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng permn ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the follow ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 =*

19 * CDDL HEADER END

20 */

22 | *

23 * Copyright 2009 Sun M crosystens, Inc. Al rights reserved.

24 * Use is subject to license terns.

25 */

27 #include <unistd. h>
28 #include <fcntl. h>
29 #include <errno. h>
30 #include <signal.h>
31 #include <stdio. h>
32 #include <stdlib.h>
33 #include <libintl.h>
34 #include <strings. h>
35 #include <alloca. h>
36 #include <ucred. h>

38 #include <sys/param h>

39 #include <sys/brand. h>

40 #include <sys/syscall.h>
41 #incl ude <sys/socket. h>

42 #include <sys/socketvar. h>
43 #incl ude <sys/un. h>

44 #incl ude <netinet/tcp. h>
45 #incl ude <netinet/ignp. h>
46 #include <sys/types. h>

47 #include <sys/stat.h>

48 #include <sys/|x_debug. h>
49 #include <sys/|x_syscall.h>
50 #include <sys/| x_socket. h>
51 #include <sys/I|x_brand. h>
52 #include <sys/|x_m sc. h>

54 [ *

55 * This string is used to prefix all abstract namespace uni x sockets,
56 * abstract nanmespace sockets are converted to regul ar sockets in the

57 * directory with .ABSK_ prefixed to their nanes.
*
/

59 #define ABST_PRFX "/tnp/.ABSK_ '
60 #define ABST_PRFX_LEN 11
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62 static int |x_socket(ulong_t *);

63 static int Ix_bind(ulong_t *);

64 static int |x_connect(ulong_t *);

65 static int Ix_listen(ulong_t *);

66 static int |x_accept(ulong_t *);

67 static int |x_getsockname(ulong_t *);
68 static int |x_getpeernanme(ul ong to*);
69 static int |x_socketpair(ulong_t *);
70 static int |x_send(ulong_t *);

71 static int |Ix_recv(ulong_t *);

72 static int |x_sendto(ul ong_t *);

73 static int Ix_recvfrom(ulong_t *);
74 static int |x_shutdown(ul ong_t *);

75 static int |x_setsockopt(ulong_t *);
76 static int |x_getsockopt(ulong_t *);
77 static int |x_sendnsg(ulong_t *);

78 static int |x_recvimsg(ulong_t *);

80 typedef int (*sockfn_t)(ulong_t *);

82 static struct {

83 sockfn_t s_fn; /* Function inplenenting the subcommand */

84 int s_nargs; /* Nunber of argunents the function takes */

85 } sockfns[] = {

86 | x_socket, 3,

87 I x_bi nd, 3,

88 | x_connect, 3,

89 I x_listen, 2,

90 | x_accept, 3,

91 | x_get socknane, 3,

92 | x_get peer nane, 3,

93 | x_socketpair, 4,

94 | x_send, 4,

95 I x_recv, 4,

96 | x_sendto, 6,

97 | x_recvfrom 6,

98 | x_shutdown, 2,

99 | x_set sockopt, 5,

100 | x_get sockopt, 5,

101 | x_sendnsg, 3,

102 I x_recvnsg, 3

103 };

105 /*

106 * What follows are a series of tables we use to translate Linux constants
107 * into equivalent Solaris constants and back again. | wish this were
108 * cleaner, nore programmatic, and generally nicer. Sadly, life is nessy,
109 * and Uni x networking even nore so.

110 */

111 static const int Itos_famly[LX AF_ MAX + 1] =

112 AF_UNSPEC, AF_UNI X, AF_TNET, AF_CCITT, AF_IPX,

113 AF_APPLETALK, ~AF_NOTSUPPORTED, AF_OSI, AF_NOTSUPPORTED,

114 AF_X25, AF_I NET6, AF_CCI TT, AF_DECnet,

115 AF_802, AF_POLICY, AF_KEY, AF_ROUTE,

116 AF_NOTSUPPORTED, AF_NOTSUPPORTED, AF_NOTSUPPORTED, AF_NOTSUPPORTED,
117 AF_NOTSUPPORTED, AF_SNA, AF_NOTSUPPORTED, AF_NOTSUPPORTED,

118 AF_NOTSUPPORTED, AF_NOTSUPPORTED, AF_NOTSUPPORTED, AF_NOTSUPPORTED,
119 AF_NOTSUPPORTED, AF_NOTSUPPORTED, AF_NOTSUPPORTED, AF_NOTSUPPORTED
120 };

122 #define LTOS_FAM LY(d) ((d) <= LX AF_MAX ? Itos_family[(d)] : AF_INVAL)

124 static const int |tos_socktype[ LX SOCK_PACKET + 1] = {
125 SOCK_NOTSUPPORTED, SOCK_STREAM SOCK_DGRAM SOCK_RAW
126 SOCK_RDM SOCK_SEQPACKET, SOCK_NOTSUPPORTED, SOCK_NOTSUPPORTED,
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127
128

bs

SOCK_NOTSUPPORTED, SOCK_NOTSUPPORTED, SOCK_NOTSUPPORTED

130 #define LTOS_SOCKTYPE(t)

131

133
134
135
136
137
138
139
140
141
142

144
145
146
147

149

151
152
153
154
155
156
157
158
159
160
161
162

164
165
166
167
168
169

171
172
173
174
175
176
177
178
179
180
181
182

184
185
186
187
188
189
190
191
192

* Ok kR Ok Rk Ok Ok 3k

typedef struct

\
((t) <= LX_SOCK_PACKET ? |tos_socktype[(t)] SOCK_| NVAL)

Li nux socket option type definitions
The protocol ‘levels’ are well defined (see in.h) The option values are
not so well defined. Linux often uses different values to Solaris
al t hough they nean the same thing. For exanple, IP_TCS in Linux is
defined as value 1 but in Solaris it is defined as value 3. This table
maps all the Protocol levels to their options and maps them between
Li nux and Sol aris and vice versa. Hence the reason for the conplexity.
/

I x_proto_opts {

const int *proto; /* Linux to Solaris mapping table */
int maxentries; /* max entries in this table */

} Ix_proto_opts_t;

#def i ne OPTNOTSUP -1 /* we don’t support it */

static const int Itos_ip_sockopts[LX |P_DROP_MEMBERSH P + 1] = {

s

st

I

st

bs

st

OPTNOTSUP, | P_TCS, |P_TTL, |P_HDRI NCL,

I P_CPTI ONS, CPTNOTSUP, | P_RECVOPTS, | P_RETOPTS,
OPTNOTSUP, OPTNOTSUP, COPTNOTSUP, OPTNOTSUP,

| P_RECVTTL, OPTNOTSUP, OPTNOTSUP, COPTNOTSUP,
OPTNOTSUP, OPTNOTSUP, OPTNOTSUP, OPTNOTSUP,
OPTNOTSUP, OPTNOTSUP, OPTNOTSUP, OPTNOTSUP,
OPTNOTSUP, OPTNOTSUP, OPTNOTSUP, OPTNOTSUP,
OPTNOTSUP, OPTNOTSUP, QPTNOTSUP, OPTNOTSUP,

I'P_MULTI CAST_IF, | P_MJLTI CAST TTL, |P_MILTI CAST_LOOP,
| P_ADD_MEMBERSHI P, TP_DROP_MEVBERSHI P~

atic const int Itos_tcp_sockopts[LX TCP_QUI CKACK + 1] = {
OPTNOTSUP, TCP_NODELAY, TCP_MAXSEG, OPTNOTSUP,
OPTNOTSUP, OPTNOTSUP, OPTNOTSUP, OPTNOTSUP,
TCP_KEEPALI VE, OPTNOTSUP, OPTNOTSUP, OPTNOTSUP,
OPTNOTSUP

atic const int Itos_ignp_sockopts[|GW_MIRACE + 1] = {
OPTNOTSUP, OPTNOTSUP, OPTNOTSUP, OPTNOTSUP,
OPTNOTSUP, OPTNOTSUP, OPTNOTSUP, OPTNOTSUP,
| GWP_M NLEN, OPTNOTSUP, OPTNOTSUP, /* XXX: was | GW_TI MER SCALE */
OPTNOTSUP, OPTNOTSUP, OPTNOTSUP, OPTNOTSUP,
OPTNOTSUP, OPTNOTSUP, | GVP_MEMBERSHI P_QUERY,
| GVWP_V1_MEMBERSHI P_REPORT, | GVP_DVMVRP,
| GW_PIM OPTNOTSUP, | GWP_V2_MEMBERSHI P_REPORT,
| GWP_V2_LEAVE GROUP, OPTNOTSUP, OPTNOTSUP,
OPTNOTSUP, OPTNOTSUP, OPTNOTSUP, OPTNOTSUP,
| GWP_MIRACE_RESP, | GWP_MIRACE

atic const int |tos_socket_sockopts[LX SO ACCEPTCONN + 1] = {
OPTNOTSUP, SO _DEBUG, SO_REUSEADDR, SO _TYPE,
SO _ERROR, SO_DONTROUTE, SO_BROADCAST, SO_SNDBUF,
SO_RCVBUF, SO_KEEPALI VE, SO_O0BI NLI NE, OPTNOTSUP,
OPTNOTSUP, SO_LI NGER, OPTNOTSUP, OPTNOTSUP,
OPTNOTSUP, OPTNOTSUP, SO_RCVLOWAT, SO_SNDLOWAT,
SO_RCVTI MEO, SO_SNDTI MEO, OPTNOTSUP, OPTNOTSUP,
OPTNOTSUP, OPTNOTSUP, OPTNOTSUP, OPTNOTSUP,
OPTNOTSUP, OPTNOTSUP, SO_ACCEPTCONN
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193

195
196

198
199
200
201
202

204

206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223

225 /

226
227
228
229
230
231
232
233
234

236
237
238
239
240
241
242
243
244

246
247

249
250

be
#defi ne

/

*

* The main Linux to Solaris protocol

* | PPROTO_TAB_SI ZE can be set up to | PPROTO MAX. All
* | PPROTO_TAB_SI ZE are in effect not

*/

#defi ne

static const

bs

* Lifted from socket. h,

PROTO_SOCKOPTS( opt s) \
{ (opts), sizeof ((opts)) / sizeof ((opts)[0]) }

to options nmapping table
entries above
i npl ement ed,

| PPROTO_TAB_SI ZE 8

| x_proto_opts_t
/* 1 PPROTO | P
PROTO_SOCKOPTS(| tos_i p_ sockopt s),

/* SOL_SOCKET 1%/
PROTO_SOCKOPTS( | t os socket _sockopt s),
/* 1 PPROTO_| GWP */
PROTO_SOCKOPTS(| tos_i gnp_ sockopt s),
/* NOT | MPLEMENTED 3 */

It os_pr ot o_opt s[ | PPROTO TAB_SI ZE] = {

{ NULL, O },
/* NOT | MPLEMENTED 4+
{ NULL, O },

/* NOT | MPLENENTED 5 %/
{ NULL, O},

/* 1 PPROTO_TCP 6 */
PROTO_SOCKOPTS(| tos_t cp._: sockopt s),
/* NOT | MPLEMENTED o/

{ NULL, O}

since these definitions are contained within

_KERNEL guar ds.

*/
#defi ne
#def i ne

#defi ne

#defi ne

#defi ne
#def i ne

static i
convert

251 {

252
253

255,
256
257
258

_CMBG_HDR_ALI GNVENT 4
~CVBG_HDR_ALI GN( X) (((uintptr_t)(x) + _CMSG HDR ALI GNMENT -
~(_

CVSG_HDR_ALI GNVENT - 1))
CVBG_FI RSTHDR( m)
(((m->nmsg_controll en < sizeof (struct cnsghdr)) ?
(struct cnsghdr *)0 : (struct cnsghdr *)((m->nsg_control))

CVBG NXTHDR(m  c)

(((c) == 0) ? CVMBG_FI RSTHDR() : \
((((uintptr_t)_CMSG HDR _ALI GN((char *)(c) +

((struct crmsghdr *)(c))->cnsg_|l en) + sizeof (struct cnsghdr)) >
(((uintptr_t)((struct |x_nmsghdr *) )->nmsg_control) +
((uintptr_t)((struct |x_msghdr *)(m)->nmsg_controllen))) ?
((struct cnsghdr *)0) :
((struct crmsghdr *)_CMSG HDR ALI GN((char *)(c) +

((struct cmsghdr *)(c))->cmeg_l en))))

LX_TO SoL 1
SOL_TO _LX 2
nt
_cnsgs(int direction, struct |x_nsghdr *nsg, char *caller)
struct cnsghdr *cnsg, *I|ast;

int err = 0;

cnmsg = CMSG_FI RSTHDR( nsg) ;
while (cneg !'= NULL && err == 0) {
if (direction == LX_TO SQ.)

{
if (cmsg->cneg_l evel == LX_SOL_SOCKET) {

e

1) &\
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259 cneg- >cnsg_| evel SO_ SOCKET;

260 if (cmsg->cneg_ type == LX_SCM RI GHTS)
261 cmsg->cnsg_type = SCM Rl GHTS;
262 else if (cnmeg->cnsg_type == LX_SCM CRED)
263 cnsg- >cmeg_type = SCM UCRED,
264 el se

265 err = ENOTSUP;

266 } else {

267 err = ENOTSUP;

268

269 } else {

270 if (cmsg->cneg_l evel == SOL_SOCKET) {

271 cneg->cneg_| evel = LX_ SOL_SOCKET;

272 if (cmsg->cneg_ type == SCM Rl GHTS)
273 cnsg- >cnBg_type = LX SCM_RI GHTS;
274 el se if (cnsg->cnsg_type == SCM UCRED)
275 cnsg- >cnsg_type = LX_SCM CRED;
276 el se

277 err = ENOTSUP;

278 } else {

279 err = ENOTSUP;

280 }

281 }

283 last = cnsgQ;

284 cnsg = CMBG _NXTHDR(nsg, |ast);

285 }

286 if (err)

287 I x unsupported( Unsupported socket control nessage in %\n."
288 caller);

290 return (err);

291 }

293 /*

294 * |f inaddr is an abstract nanespace uni x socket, this function expects addr

295 * to have enough nenory to hold the expanded socket nane,
296 * size *len + ABST_PRFX_LEN

297 */

298 static int

299 convert_sockaddr(struct sockaddr *addr, socklen_t *Ien,

ie it nust be of

300 struct sockaddr *inaddr, socklen_t inlen)

301 {

302 sa_famly_t famly;

303 int | x_in6_len;

304 int size;

305 int i, ori g_len;

307 /*

308 * Note that if the buffer at inaddr is ever snmaller than inlen bytes,
309 * we may erroneously return EFAULT rather than a possible El NVAL
310 * as the copy cones before the various checks as to whether inlen
311 * is of the proper length for the socket type.

312 *

313 * This isn't an issue at present because all callers to this routine
314 * do neet that constraint.

315 */

316 if ((ssize_t)inlen < 0)

317 return (-EINVAL);

318 if (uucopy(inaddr, addr, inlen) != 0)

319 return (-errno);

321 famly = LTOS_FAM LY(addr->sa_famly);

323 switch (famly)

324 case (sa_fam|y_t)AF_NOTSUPPORTED:
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325
326
327
328
329

331
332

334
335

337
338
339
340
341
342
343

345
346

348
349
350

352
353
354

356

358
359
360
361
362
363
364
365
366
367
368

370
371
372
373
374
375
376
377
378

380
381
382
383
384
385
386
387
388
389

return (- EPROTONCSUPPORT) ;

case (sa_fam|ly_t)AF_I NVAL:

case AF_

case AF_

case AF_|

return (- EAFNOSUPPORT) ;
| NET:
size = sizeof (struct sockaddr);

if (inlen < size)
return (-EINVAL);

*len = size;
break;

I NET6:
/*

* The Sol aris sockaddr_in6 has one nore 32-bit
* field than the Linux version.

*/

size = sizeof (struct sockaddr_in6);

Ix_in6_len = size - sizeof (uint32 t)

if (inlen !'=1x_in6_|en)
return (-ElINVAL);

*len = (sizeof (struct sockaddr_in6));
bzero((char *)addr + Ix_in6_|len, si zeof (uint32_t));
br eak;

UNI X:

Tif (inlen > sizeof (struct sockaddr_un))
return (-EINVAL);

*len = inlen;

/*
* Linux supports abstract uni x sockets, which are

* sinply sockets that do not exist on the file system
* These sockets are denoted by beginning the path with
* a NULL character. To support these, we strip out the
* | eading NULL character and change the path to point

* to areal place in /tnp directory, by prependi ng

*

ABST_PRFX and replacing all illegal characters with
1o
*/ -
if (addr->sa_data[0] == "\0") {
/*
* inlen is the entire size of the sockaddr_un
* data structure, including the sun_famly, so
* we need to subtract this out. W subtract
* 1 since we want to overwite the |eadin NULL
* character, and thus do not include it in the
* | ength.
*
orig_len = inlen - sizeof (addr->sa_famly)
/*
* Since abstract paths can contain illegal
* filename characters, we sinply replace these
*with '’
*/
for (i =1; i <orig_len + 1; i++) {
if (addr->sa_datal[i] == "\0" ||
addr->sa_data[i] == "/")
addr->sa_data[i] ="_";
}
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391
392
393
394
395
396
397
398
399

401
402
403
404
405
406

408
409
410
411
412
413
414
415
416
417

419
420
421

423
424
425

427
428
429
430
431

433
434

436
437
438
439
440

442
443
444
445
446

448
449
450
451
452
453

455
456

/
prepend ABST_PRFX to file name, minus the
| eadi ng NULL character. This pI aces the
socket as a hidden file in the /tnp
directory.

* ok kb F ok

(void) memmove(addr->sa_data + ABST_PRFX_LEN,
addr->sa_data + 1, orig_len);
bcopy ( ABST_PRFX, addr—>sa data ABST PRFX_LEN) ;

/*

* Since abstract socket paths may not be NULL
* term nated, we nust explicitly NULL term nate
* our string.

*/

addr->sa_dataforig_len + ABST_PRFX_LEN] = '\0";

/*

* Make len reflect the new len of our string.

* Although we renoved the NULL character at the
* beginning of the string, we added a NULL

* character to the end, so the net gain in

* length is sinply ABST PRFX_LEN.

*
*|

/
en = inlen + ABST_PRFX_LEN,
break;
defaul t:
*len = inlen;
}
addr->sa_famly = famly;
return (0);
}
static int
convert_sock_args(int in_dom int in_type, int in_protocol, int *out_dom
int *out_type)
{
int domain, type;
if (in_dom< 0 || in_type <O || in_protocol < 0)
return (-EINVAL);

domain = LTOS_FAM LY(i n_dom;
if (domain == AF_ NOTSUPPORTED |
return ( - EAFNOSUPPORT) ;
if (domain == AF_I NVAL)
return (-EINVAL);

domai n == AF_UNSPEC)

type = LTOS_SOCKTYPE(i n_type);
if (type == SOCK_NOTSUPPORTED)
return (- ESOCKTNOSUPPORT) ;
if (type == SOCK_I NVAL)
return (-EINVAL);
/*
* Linux does not allow the app to specify IP Protocol for raw
* sockets. Solaris does, so bail out here.
*/

if (type == SOCK_RAW && i n_protocol
return (- ESOCKTNOSUPPORT) ;

== | PPROTO_| P)

*out _dom = donmi n;
*out _type = type;
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457 return (0);

458 }

460 static int

461 convert_sockflags(int |x_flags)

462 {

463 int solaris_flags = 0;

465 if (Ix_flags & LX_MSG_OOB)

466 solaris_flags | = MG _QOB;

468 if (Ix_flags & LX MSG PEEK)

469 sol aris_flags | = MSG_PEEK;

471 if (Ix_flags & LX _MSG DONTROUTE)

472 solaris_flags | = MSG_DONTROUTE;

474 if (Ix_flags & LX_MSG_CTRUNC)

475 solaris_flags | = MSG_CTRUNC,

477 if (Ix_flags & LX MSG_TRUNC)

478 solaris_flags | = MSG_TRUNC,

480 if (Ix_flags & LX MSG WAI TALL)

481 solaris_flags | = MSG WAI TALL;

483 if (Ix_flags & LX_MSG_DONTWAI T)

484 solaris_flags | = MSG_DONTWAI T;

486 if (Ix_flags & LX_MSG_EOR)

487 solaris_flags | = MSG_EOCR,

489 if (Ixflags&LXNBGPROXY)

490 | x_unsupport ed("socket operation with MSG PROXY flag set");
492 if (Ix_flags & LX MSG FIN)

493 | x_unsupported("socket operation with MSG FIN flag set");
495 if (Ix_flags & LX_MSG SYN)

496 | x_unsupported("socket operation with MSG SYN flag set");
498 if (Ix_flags & LX_MSG_CONFI RV

499 | x_unsupported("socket operation with MSG CONFI RM set");
501 if (1x_flags & LX MSG RST)

502 | x_unsuppor t ed("socket operation with MSG RST flag set");
504 if (Ix_flags & LX_MSG MORE)

505 | x_unsupported("socket operation with MSG MORE flag set");
507 return (solaris_flags);

508 }

510 static int

511 | x_socket (ul ong_t *args)

512 {

513 int domain;

514 int type;

515 int protocol = (int)args[2];

516 int fd;

517 t err;

519 err = convert_sock_args((int)args[0], (int)args[1], protocol,

520 &domai n, &type);

521 if (err 1= 0)

522 return (err);
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524 | x_debug("\tsocket (%, %, %l)", domain, type, protocol);

526 /* Right now | Pv6 sockets don’t work */

527 if (domain == AF_I NET6)

528 return (- EAFNOSUPPORT) ;

530 /*

531 * Clients of the auditing subsystem used by CentOS 4 and 5 expect to
532 * be able to create AF_ROUTE SOCK_RAW sockets to conmunicate with the
533 * auditing daenons. Failure to create these sockets will cause |ogin,
534 * ssh and useradd, anpung other prograns to fail. To trick these
535 * progranms into working, we convert the socket domain and type to
536 * sonething that we do support. Then when sendto is called on these
537 * sockets, we return an error code. See |x_sendto.

538 */

539 if (domain == AF_ROUTE && type == SOCK_RAW {

540 domai n = AF_I| NET;

541 type = SOCK_STREAM

542 protocol = 0;

543 }

545 fd = socket (domai n, type, protocol);

546 if (fd >=0)

547 return (fd);

549 if (errno == EPROTONOSUPPORT)

550 return (- ESOCKTNOSUPPORT) ;

552 return (-errno);

553 }

555 static int

556 | x_bi nd(ul ong_t *args)

557 {

558 int sockfd = (int)args[O0];

559 struct stat64 statbuf;

560 struct sockaddr *name, ol dnane;

561 sockl en_t |en;

562 int r, r2, ret, tnperrno;

563 int abst_sock;

564 struct stat sb;

566 if (uucopy((struct sockaddr *)args[1], &ol dnane,

567 si zeof (struct sockaddr)) != 0)

568 return (-errno);

570 I*

571 * Handl e Linux abstract sockets, which are UNI X sockets whose path
572 * begins with a NULL character.

573 */

574 abst _sock = (ol dnane.sa_famly == AF_UNI X) &&

575 (ol dnane. sa_data[0] == "\0");

577 /*

578 * convert_sockaddr will expand the socket path if it is abstract, so
579 * we need to allocate extra nmenory for it now.

580 */

581 if ((nane = SAFE_ALLOCA((socklen_t)args[2] +

582 abst _sock * ABST_PRFX LEN)) == NULL)

583 return (-EINVAL);

585 if ((r = convert_sockaddr(nane, & en, (struct sockaddr *)args[1],
586 (socklen_t)args[2])) < 0)

587 return (r);
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589 /*

590 * Linux abstract namespace uni x sockets are sinply socket that do not
591 * exist on the filesystem W enulate them by changing their paths
592 * in covert_sockaddr so that they point real files names on the

593 * filesystem Because in Linux they do not exist on the filesystem
594 * applications do not have to worry about deleting files, however in
595 * our filesystem based enulation we do. To solve this problem we first
596 * check to see if the socket already exists before we create one. If it
597 * does we attenpt to connect to it to see if it is in use, or just
598 * |eft over froma previous Ix_bind call. If we are unable to connect,
599 * we assune it is not in use and renopve the file, then continue on
600 * as if the file never existed.

601 *

602 f (abst_sock && stat(nane->sa_data, &sh) == 0 &&

603 S 1 SSOCK(sh. st _node)) {

604 if ((r2 = socket (AF_UNI X, SOCK_STREAM 0)) < 0)

605 return (-ENGCSR);

606 ret = connect(r2, name, |len);

607 tnperrno = errno;

608 if (close(r2) < 0)

609 return (-EINVAL);

611 /*

612 * if we can’t connect to the socket, assume no one is using it
613 * and renove it, otherw se assune it isin use and return
614 * EADDRI NUSE.

615 */

616 if ((ret <0) & (tnmperrno == ECONNREFUSED)) {

617 if (unlink(nane->sa_ dat a) < 0) {

618 return (- EADDRI NUSE);

619

620 } else {

621 return (- EADDRI NUSE) ;

622 }

623 }

625 | x_debug("\tbi nd(%, Ox%, %l)", sockfd, nane, |len);

627 if (name- >safam|y==AFUNIX)

628 I x_debug("\t\tAF_UNI X, path = %", name->sa_data);

630 r = bind(sockfd, nanme, |en);

632 /*

633 * Linux returns EADDRI NUSE for attenpts to bind to UNI X donain

634 * sockets that aren’t sockets.

635 */

636 if ((r <0) & (errno == EINVAL) && (nane->sa_famly == AF_UN X) &&
637 ((stat64(nanme->sa_data, &statbuf) == 0) &&

638 (!S_I SSOCK( st at buf. st _node))))

639 “return (- EADDRI NUSE);

641 return ((r <0) ? -errno : r);

642

644 static int

645 | x_connect (ul ong_t *args)

646 {

647 int sockfd = (int)args[O];

648 struct sockaddr *nane, ol dnane;

649 sockl en_t len;

650 int r;

651 int abst_sock;

653 if (uucopy((struct sockaddr *)args[1], &ol dnane,

654 si zeof (struct sockaddr)) != 0)

10
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655 return (-errno);

658 /* Handl e Linux abstract sockets */

659 abst _sock = (ol dnane. sa famly = AF_UNI X) &&

660 (ol dnane. sa_data[0] == '\0’ ),

662 /*

663 * convert_sockaddr will expand the socket path, if it is abstract,
664 * we need to allocate extra nenory for it now.

665 */

666 if ((name = SAFE_ALLOCA((socklen_t)args[2] +

667 abst _sock * ABST_PRFX _LEN)) == NULL)

668 return (-EINVAL);

670 if ((r = convert_sockaddr(name, & en, (struct sockaddr *)args[1],
671 (socklen_t)args[2])) < 0)

672 return (r);

674 | x_debug("\tconnect (%, Ox%, %l)", sockfd, nane, len);

676 if (name- >safam|y==AFUNIX)

677 | x_debug("\t\tAF_UNI X, path = %", nane->sa_data);

679 r = connect (sockfd, nane, len);

681 return ((r <0) ? -errno : r);

682 }

684 static int

685 | x_listen(ul ong_t *args)

686 {

687 int sockfd = (int)args[O];

688 int backlog = (int)args[1];

689 int r;

691 | x_debug("\tlisten(%, %l)", sockfd, backlog);

692 r = listen(sockfd, backl og)

694 return ((r <0) ? -errno : r);

695 }

697 static int

698 | x_accept (ul ong_t *args)

699 {

700 int sockfd = (int)args[O];

701 struct sockaddr *name = (struct sockaddr *)args[1];

702 sockl en_t nanelen = O;

703 int r;

705 | x_debug("\taccept (%d, Ox%, Ox%", sockfd, args[1l], args[2]);
707 /*

708 * The Linux man page says that -1 is returned and errno is set to
709 * EFAULT if the "name" address is bad, but it is silent on what to
710 * set errno to if the "nanelen" address is bad. Experinentation
711 * shows that Linux (at |east the 2.4.21 kernel in CentOS) actually
712 * sets errno to EINVAL in both cases.

713 *

714 * Note that we nust first check the name pointer, as the Linux
715 * docs state nothing is copied out if the "name" pointer is NULL.
716 * If it is NULL, we don't care about the nanel en pointer’s val ue
717 * or about dereferencing it.

718 *

719 * Happily, Solaris’ accept(3SOCKET) treats NULL name pointers and
720 * zero nanel ens the sane way.

SO

11
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721 */

722 if ((name !'= NULL) &&

723 (uucopy((void *)args[2], &nanelen, sizeof (socklen_t)) != 0))
724 return ((errno == EFAULT) ? -EINVAL : -errno);

726 | x_debug("\taccept nanmel en = %", nanelen);

728 if ((r = accept(sockfd, name, &nanelen)) < 0)

729 return ((errno == EFAULT) ? -EINVAL : -errno);

731 | x_debug("\taccept nanelen returned %d bytes", nanelen);

733 /*

734 * I'n Linux, accept()ed sockets do not inherit anything set by
735 * fentl (), "so filter those out.

736 *

737 if (fentl(r, F_SETFL, 0) < 0)

738 return (-errno);

740 /*

741 * Once again, a bad "nanel en" address sets errno to EINVAL, not
742 * EFAULT. |f nanelen was zero, there’s no need to copy a zero back
743 * out.

744 *

745 * Logic mght dictate that we should check if we can wite to
746 * the nanelen pointer earlier so we don't accept a pending connection
747 * only to fail the call because we can’t wite the nanel en val ue back
748 * out. However, testing shows Linux does indeed fail the call after
749 * accepting the connection so we must behave in a conpati bl e manner.
750 */

751 if ((name !'= NULL) && (nanelen != 0) &&

752 (uucopy(&nanel en, (void *)args[2], sizeof (socklen_t)) != 0))
753 return ((errno == EFAULT) ? -EINVAL : -errno);

755 return (r);

756 }

758 static int

759 | x_get sockname(ul ong_t *args)

760 {

761 int sockfd = (int)args[0];

762 struct sockaddr *name = NULL

763 sockl en_t nanel en, nanel en_ori g;

765 if (uucopy((void *)args[2], &nanelen, sizeof (socklen_t)) != 0)
766 return (-errno);

767 nanel en_ori g = nanel en;

769 | x_debug("\tgetsockname(%l, Ox%, Ox% (=%))",

770 sockfd, args[1], args[2], nanelen);

772 if (nanmelen > 0)

773 if ((name = SAFE ALLOCA( narrel en)) == NULL)

774 return (-El NVAL

775 bzero(nane, nanel en);

776 }

778 if ((getsocknane(sockfd, nane, &nanelen)) < 0)

779 return (-errno);

781 /*

782 * |If the nane that getsockname() want’s to return is |arger

783 * than nanel en, getsocknane() w Il copy out the maxi mum anpunt
784 * of data possible and then update nanelen to indicate the

785 * actually size of all the data that it wanted to copy out.

786 */

12
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if (uucopy(nane, (void *)args[1], nanmelen_orig) != 0)
return (-errno);
if (uucopy(&nanelen, (void *)args[2], sizeof (socklen_t)) != 0)

789
790

792
793 }

return (-errno);

return (0);

795 static int
796 | x_get peernanme(ul ong_t *args)

797 {
798
799
800

802
803

805
806

808
809
810
811
812
813
814
815

817
818
819
820

822
823

825
826

828
829 }

int sockfd = (int)args[0];
struct sockaddr *name;
sockl en_t nanel en;

if (uucopy((void *)args[2], &nanelen, sizeof (socklen_t)) != 0)
return (-errno);

| x_debug("\tget peername( %, Ox%, Ox% (=%))",
sockfd, args[1], args[2], nanelen);

/*
* Linux returns EFAULT in this case, even if the nanel en paraneter
* is 0. This check will not catch other illegal addresses, but
* the benefit catching a non-null illegal address here is not
* worth the cost of another systemcall.
*
/

if ((void *)args[1] == NULL)
return (-EFAULT);

if ((name = SAFE_ALLOCA( nanel en)) == NULL)
return (-EINVAL);
if ((getpeernane(sockfd name, &narelen)) < 0)
eturn (-errno);

if (uucopy(nanme, (void *)args[1l], nanelen) != 0)
return (-errno);

if (uucopy(&nanelen, (void *)args[2], sizeof (socklen_t)) != 0)
return (-errno);

return (0);

831 static int
832 | x_socket pair(ul ong_t *args)

833 {
834
835
836
837
838
839

841
842
843
844

846
848
850

851
852

int domain;
int type;
int protocol

i
i

i = (int)args[2];
int *sv = (int *

i

i

int)ar
)args[3];
int fds[2];

int r;

r = convert_sock_args((int)args[0], (int)args[1], protocol,
&domai n, &type);
if (r '=0)
return (r);

| x_debug("\tsocketpair(%l, %, %, Ox%)", donmin, type, protocol, sv);
r = socketpair(domain, type, protocol, fds);
if (r ==0

) {
if (uucopy(fds, sv, sizeof (fds)) !=0) {
r = errno;
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853
854
855
856
857
858

860
861

863
864

866
867

869
870
871
872
873

875
876

878
880

882
883
884
885
886
887
888
889
890
891
892
893
894
895

897
898
899
900
901

905
906
907
908

910
911

913
914

916
917
918

(void) close(fds[ 0])
(void) close(fds[1]
return (-r);

}
return (0);

}

if (errno == EPROTONOSUPPORT)
return (- ESOCKTNOSUPPORT) ;

return (-errno);

static ssize_t
| x_send(ul ong_t *args)
868 {

int sockfd = (int)args[O];
void *buf = (void *)args[1];
size_t len = (size_t)args[2];
int flags = (int)args[3];
ssize_t r;

int nosigpipe = flags & LX_MSG NOSI GNAL;
struct sigaction newact, oact;

I x_debug("\tsend(%, Ox%, Ox%, Ox¥%)", sockfd, buf, len, flags);

flags = convert_sockfl ags(fl ags);

/
If nosigpipe is set, we want to ermul ate the Linux action of
not sending a SIGPIPE to the caller if the renpte socket has
al ready been cl osed.

As SIGPIPE is a directed signal sent only to the thread that
performed the action, we can enul ate this behavior by nonentarily
resetting the action for SIGPIPE to SIGIGN, performng the socket
* call, and resetting the action back to its previous val ue.
*
/
if (nosigpipe) {
newact . sa_handler = SIG |G\,
newact.sa_flags = 0;
(voi d) sigenptyset(&newact.sa_nask);

* Ok ok ok Kk ok F o

if (sigaction(SIGPIPE, &newact, &oact) < 0)
I x_err_fatal (gettext(
"U: could not ignore SIGPIPE to emulate "
"LX_MBG NOSI GNAL™), "send()");
}
r = send(sockfd, buf, len, flags);
if ((nosigpipe) & (sigaction(SIGPIPE &oact, NULL) < 0))
I x_err_fatal (
gettext("%: could not reset SIGPlIPE handler to "
"emul ate LX_MSG NOSI GNAL"), "send()");

return ((r <0) ? -errno : r);

static ssize_t
I x_recv(ulong_t *args)
915 {

int sockfd = (int)args[O];
void *buf = (void *)args[1];
size_t len = (size_t)args[2];

14



new usr/src/lib/brand/| x/|x_brand/ cormon/ socket . c

919 int flags = (int)args[3];

920 ssize_t r;

922 int nosigpipe = flags & LX _MSG _NOSI GNAL;

923 struct sigaction newact, oact;

925 I x_debug("\trecv(%l, Ox%, Ox%l, Ox%)", sockfd, buf, len, flags);
927 flags = convert_sockflags(flags);

929 I*

930 * |f nosigpipe is set, we want to enul ate the Linux action of
931 * not sending a SIGPIPE to the caller if the rempte socket has
932 * al ready been cl osed.

933 *

934 * As SIGPIPE is a directed signal sent only to the thread that
935 * performed the action, we can enulate this behavior by nonentarily
936 * resetting the action for SIGPIPE to SIGIGN, performng the socket
937 * call, and resetting the action back to its previous val ue.
938 */

939 if (nosigpipe) {

940 newact . sa_handl er = SIG |G\,

941 newact.sa_flags = O;

942 (voi d) sigenptyset(&newact.sa_nask);

944 if (sigaction(SIGPlIPE, &newact, &oact) < 0)

945 I x_err_fatal (gettext(

946 "os: could not ignore SIGPIPE to enulate "
947 "LX_MSG _NOSI GNAL"), "recv()");

948 }

950 r = recv(sockfd, buf, len, flags);

952 if ((nosigpipe) & (sigaction(SlIGPlIPE &oact, NULL) < 0))

953 I x_err_fatal (

954 gettext("%: could not reset SIGPIPE handler to "
955 "emul ate LX_MSG NOSI GNAL"), "recv()");

957 return ((r <0) ? -errno : r);

958 }

960 static ssize_t

961 | x_sendto(ul ong_t *args)

962 {

963 int sockfd = (int)args[0];

964 void *buf = (void *)args[1];

965 size_t len = (size_t)args[2];

966 int flags = (int)args[3];

967 struct sockaddr *to = NULL, oldto;

968 socklen_t tolen = O;

969 ssize_t r;

970 int abst_sock;

972 int nosigpipe = flags & LX_MSG_NOSI GNAL

973 struct sigaction newact, oact;

975 if ((args[4] !'= NULL) && (args[5] > 0)) {

976 if (uucopy((struct sockaddr *)args[4], &oldto,

977 si zeof (struct sockaddr)) != 0)

978 return (-errno);

980 /* Handl e Linux abstract sockets */

981 abst _sock = (oldto.sa_famly == AF_UN X) &&

982 (ol dto.sa_data[0] == '\0");

984 /*
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985
986
987
988
989
990

992
993
994
995

998
999

1001

1003
1004
1005
1006

1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021

1023
1024
1025
1026
1027

1029

1031
1032
1033
1034

1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047 }

* convert_sockaddr will expand the socket path, if it is
* abstract, so we need to allocate extra nmenory for it now

if ((to = SAFE_ALLOCA(args[5] + abst_sock * ABST_PRFX_LEN))
NULL
return (-ElINVAL);

if ((r = convert_sockaddr(to, &ole

(struct sockaddr *)args[4], (sockl en_t)args[5])) < 0)
return (r);

| x_debug("\tsendto(%l, Ox%, Ox%, Ox%, Ox¥%, 9%d)",
flags, to, tolen);

sockfd, buf, Ien,

flags = convert_sockflags(flags);

/* return this error to rmke audi ti ng subsystem happy */
if (to & to->sa_famly == AF_ROUTE) {

return (- ECONNREFUSED) ;
}

/*

I'f nosigpipe is set, we want to enulate the Linux action of
not sending a SIGPIPE to the caller if the renpte socket has
al ready been cl osed.

As SIGPIPE is a directed signal sent only to the thread that
perforned the action, we can enulate this behavior by nomentarily
resetting the action for SIGPIPE to SIG IGN, perform ng the socket
call, and resetting the action back to its previous val ue.

* ok K ok kb ko

*
if (nosigpipe) {
newact . sa_handl er = SIG |G\,
newact.sa_flags = O;
(voi d) sigenptyset(&newact.sa_nmask);

if (sigaction(SIGPIPE, &newact, &oact) < 0)
I x_err_fatal (gettext(
"%: could not ignore SIGPIPE to emul ate
"LX_MSG_NOSI GNAL"), "sendto()");

"

}
r = sendto(sockfd, buf, len, flags, to, tolen);

if ((n05| gpi pe) && (SI gaction(SI GPI PE, &oact, NULL) < 0))
I x_err_fatal (
gettext ("%: could not reset SIGPIPE handler to "
"enul ate LX_MSG NOSI GNAL"), "sendto()");

if (r <0) {
/ *

* according to the man page and LTP, the expected error in
* this case is EPIPE
*
/
if (errno == ENOTCONN)
return (-EPIPE);
el se
return (-errno);

return (r);

1049 static ssize_t
1050 | x_recvfrom(ul ong_t *args)

16
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1051 { 1117 int optnanme = (int)args[2];
1052 int sockfd = (int)args[O]; 1118 void *optval = (void *)args[3];
1053 void *buf = (void *)args[1]; 1119 int optien = (int)args[4];
1054 size_t len = (size_t)args[2]; 1120 int internal _opt;
1055 int flags = (int)args[3]; 1121 int r;
1056 struct sockaddr *from = (struct sockaddr *)args[4];
1057 socklen_t *fromlenp = (socklen_t *)args[5]; 1123 | x_debug("\tsetsockopt (%, %, %, Ox%, %l)", sockfd, level, optnang,
1058 ssize_t r; 1124 optval, optlen);
1060 int nosigpipe = flags & LX_MSG NOSI GNAL; 1126 I*
1061 struct sigaction newact, oact; 1127 * The kernel returns EFAULT for all invalid addresses except NULL,
1128 * for which it returns EINVAL. Linux wants EFAULT for NULL too.
1063 I x_debug("\trecvirom(%d, Ox%, Ox%d, Ox%, Ox%, Ox%)", sockfd, buf, 1129 */
1064 len, flags, from from.lenp); 1130 if (optval == NULL)
1131 return (-EFAULT);
1066 flags = convert_sockfl ags(fl ags);
1133 /*
1068 /* 1134 * Do a table | ookup of the Solaris equival ent of the given option
1069 * |f nosigpipe is set, we want to enmul ate the Linux action of 1135 */
1070 * not sending a SIGPIPE to the caller if the rempte socket has 1136 if (level < IPPROTOIP || level >= | PPROTO TAB_SI ZE)
1071 * already been cl osed. 1137 return (- ENOPROTOOPT);
1072 *
1073 * As SIGPIPE is a directed signal sent only to the thread that 1139 if (ltos_proto_opts[level].maxentries == |
1074 * perforned the action, we can enulate this behavior by nonentarily 1140 optnane <= 0 || optnane >= (ltos_proto_opts[level].nmaxentries))
1075 * resetting the action for SIGPIPE to SIG |G\, performng the socket 1141 return (- ENOPROTOOPT);
1076 * call, and resetting the action back to its previous val ue.
1077 */ 1143 /*
1078 if (nosigpipe) { 1144 * Linux sets this option when it wants to send credentials over a
1079 newact . sa_handler = SIG |G\, 1145 * socket. Currently we just ignore it to make Linux prograns happy.
1080 newact.sa_flags = O; 1146 */
1081 (voi d) sigenptyset(&newact.sa_nask); 1147 if ((level == LX SOL_SOCKET) && (optnane == LX_ SO PASSCRED) )
1148 return (0);
1083 if (sigaction(SICPIPE, &newact, &oact) < 0)
1084 I x_err_fatal (gettext(
1085 "%: could not ignore SIGPIPE to enul ate " 1151 if ((level == | PPROTO_TCP) && (optnane == LX TCP_CORK)) {
1086 "LX_MBG NOSI GNAL™), "recvfrom()"); 1152 />
1087 } 1153 * TCP_CORK is a Linux-only option that instructs the TCP
1154 * stack not to send out partial franes. Solaris doesn't
1089 r = recvfrom(sockfd, buf, len, flags, from fromlenp); 1155 * include this option but sone apps require it. So, we do
1156 * our best to enulate the option by disabling TCP_NODELAY.
1091 if ((nosigpipe) & (sigaction(SlIGPlIPE &oact, NULL) < 0)) 1157 * |f the app requests that we disable TCP_CORK, we just
1092 I x_err_fatal ( 1158 * ignore it since enabling TCP_NOCDELAY may be
1093 gettext("%: could not reset SIGPlIPE handler to " 1159 * over conpensati ng.
1094 "enul ate LX MBG NOSI GNAL"), "recvfrom()"); 1160 *f
1161 opt nanme = TCP_NCDELAY;
1096 return ((r <0) ? -errno : r); 1162 if (optlen !'= sizeof (int))
1097 } 1163 return (-EINVAL);
1164 if (uucopy(optval, & nternal_opt, sizeof (int)) != 0)
1099 static int 1165 return (-errno);
1100 | x_shut down(ul ong_t *args) 1166 if (internal_opt == 0)
1101 { 1167 return (0);
1102 int sockfd = (int)args[O]; 1168 internal _opt = 1;
1103 int how = (int)args[1]; 1169 optval = & nternal _opt;
1104 int r; 1170 } else {
1171 optname = |tos_proto_opts[|evel].proto[optnane];
1106 | x_debug("\tshutdown(%l, %l)", sockfd, how);
1107 r = shutdown(sockfd, how); 1173 if (optname == OPTNOTSUP)
1174 return (- ENOPROTOOPT) ;
1109 return ((r <0) ? -errno : r); 1175 }
1110 }
1177 if (level == LX SOL_SOCKET)
1112 static int 1178 | evel = SOL_SOCKET;
1113 | x_set sockopt (ul ong_t *args)
1114 { 1180 r = setsockopt (sockfd, |evel, optnane, optval, optlen);
1115 int sockfd = (int)args[O0];
1116 int level = (int)args[1]; 1182 return ((r <0) ? -errno : r);
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1183 }

1185 static int
1186 | x_get sockopt (ul ong_t *args)

1187 {

1188
1189
1190
1191
1192
1193

1195
1196

1198
1199
1200
1201
1202
1203
1204

1206
1207
1208
1209
1210

1212
1213
1214

1216
1217
1218
1219
1220
1221
1222
1223
1224
1225
1226
1227
1228
1229
1230
1231
1232
1233
1234
1235
1236
1237
1238
1239

1241
1242
1243
1244

1246
1247
1248

)args[ 0] ;
args[ 1]

int sockfd = (int
t
I |21t)args[2]
Ev
in

int level = (i
int optnane =
voi d *optval =
int *optlenp =
int r;

i
n
(
oid *)args[3];
*)args[4];

| x_debug("\tgetsockopt (%, %, %, Ox%, Ox%)", sockfd, |evel, optnane,
optval, optlenp);

/*
* According to the Linux man page, a NULL optval shoul d indicate
* (as in Solaris) that no return value is expected. Instead, it

* actually triggers an EFAULT error.
*/

if (optval == NULL)
return (-EFAULT);

/*
* Do a table | ookup of the Solaris equivalent of the given option
*
/
if (level < IPPROTOIP || level >= | PPROTO TAB_SI ZE)
return (- ECPNOTSUPP) ;

if (Itos_proto_opts[level].nmaxentries == 0 ||
optnane <= 0 || optnane >= (ltos_proto_opts[level].maxentries))
return (- ENOPROTOOPT) ;

if (((level == LX SOL_SOCKET) && (optnama == LX_SO _PASSCRED)) ||
((level == | PPROTO TCP) && (optname == LX TCP_CORK))) {
/*
* Linux sets LX SO PASSCRED when it wants to send credentials
* over a socket. Since we do not support it, it is never set
* and we return 0.
*
* We don’t support TCP_CORK but sonme apps rely on it. So,
* rather than return an error we just return 0. This
* isn't exactly a lie, since this option really isn't set,
* pbut it’'s not the Wnole truth either. Fortunately, we
* aren’t under oath.
*
/
= 0;
if (uucopy( &, optval, sizeof (int)) !=0)
return (-errno);
r = sizeof (int);
if (uucopy(&, optlenp, sizeof (int)) !=0)
return (-errno);
return (0);
}
if ((level == LX SOL_SOCKET) && (optname == LX SO PEERCRED)) {
struct |x_ucred I x_ucred,
ucred_t *ucp;
/*
* We don’t support SO PEERCRED, but we do have equival ent
* functionality in getpeerucred() so invoke that here.
*

/

/* Verify there’s going to be enough roomfor the results. */
if (uucopy(optlenp, &, sizeof (int)) !=0)
return (-errno);
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1249 if (r < sizeof (struct |x_ucred))

1250 return (- EOVERFLOW ;

1252 *

1253 * W allocate a ucred_t ourselves rather than allow
1254 * getpeerucred() to do it for us because getpeerucred()
1255 * uses malloc(3C) and we'd rather use SAFE_ALLOCA().
1256 */

1257 if ((ucp = (ucred_t *)SAFE ALLOCA(ucred_size())) == NULL)
1258 return (- ENOVEM) ;

1260 /* Get the credential for the renpte end of this socket. */
1261 if (getpeerucred(sockfd, &ucp) != 0)

1262 return (-errno);

1263 if (((lx_ucred.|xu_pid = ucred_getpid(ucp)) == -1) ||
1264 ((lx_ucred. | xu_uid = ucred_get eui d(ucp)) uid_t)-1) ||
1265 ((I'x_ucred. | xu_gid = ucred_get egi d(ucp)) == (gl d_t)-1)) {
1266 return (-errno);

1267 }

1269 /* Copy out the results. */

1270 if ((uucopy(& x_ucred, optval, sizeof (Ix_ucred))) != 0)
1271 return (-errno);

1272 r = sizeof (lx_ucred);

1273 if ((uucopy(&, optlenp, sizeof (int))) != 0)

1274 return (-errno);

1275 return (0);

1276 }

1278 optname = |tos_proto_opts[|evel]. proto[optnane];

1280 if (optname == OPTNOTSUP)

1281 return (- ENOPROTOOPT);

1283 if (level == LX_SOL_SOCKET)

1284 Ievel = SOL_SOCKET,

1286 r = getsockopt (sockfd, |evel, optnane, optval, optlenp);

1288 return ((r <0) ? -errno : r);

1289 }

1291 /

1292 libc routines that issue these systemcalls. W bypass the |ibsocket
1293 wrappers since they explicitly turn off the MSG XPG 2 flag we need for
1294 Li nux conpatibility.

1295 */

1296 extern int _so_sendnsg();

1297 extern int _so_recvnsg();

1299 static int

1300 | x_sendnmsg(ul ong_t *args)

1301 {

1302 int sockfd = (int)args[O];

1303 struct | x_nsghdr nsg;

1304 struct cnmsghdr *cnsg;

1305 int flags = (int)args[2];

1306 int r;

1308 int nosigpipe = flags & LX_MSG NOSI GNAL;

1309 struct sigaction newact, oact;

1311 | x_debug("\tsendnsg(%d, Ox%p, Ox%)", sockfd, (void *)args[1], flags);
1313 flags = convert_sockfl ags(fl ags);
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1315
1316

1318
1319
1320
1321
1322
1323
1324
1325
1326
1327
1328
1329
1330
1331
1332
1333
1334
1335

1337
1338
1339
1340
1341
1342
1343
1344
1345
1346
1347
1348
1349
1350

1352
1353
1354
1355
1356

1358

1360
1361
1362
1363

1365
1366
1367
1368
1369
1370
1371
1372
1373
1374

1376
1377 }

if ((uucopy((void *)args[1], &msg, sizeof (msg))) != 0)
return (-errno);

*

* |f there are control nessages bundled in this nessage, we need
* to convert themfromLinux to Solaris.

*/

if (msg.nmsg_control != NULL) {
if (msg.nsg_controllen == 0) {
cmsg = NULL;
} else {

cmeg = SAFE_ALLOCA(nsg. nsg_control | en);
if (cmsg == NULL)
return (-ElINVAL);

}

if ((uucopy(msg msg_control, cnsg, nmeg.nmsg_controllen)) != 0)
return (- errno)

nmsg. meg_control = cnsg

if ((r = convert cm;gs(LX TO SOL, &nsg, "sendnsg()")) != 0)
return (-r);

If nosigpipe is set, we want to enulate the Linux action of
not sending a SIGPIPE to the caller if the renmpte socket has
al ready been cl osed.

* % ok k% o *

As SIGPIPE is a directed signal sent only to the thread that
perforned the action, we can enulate this behavior by nomentarily
* resetting the action for SIGPIPE to SIGIGN, performng the socket
* call, and resetting the action back to its previous val ue.
*
/
if (nosigpipe) {
newact . sa_handler = SIG |G\,
newact.sa_flags = O;
(voi d) sigenptyset(&newact.sa_nask);

if (sigaction(SICPlIPE, &newact, &oact) < 0)
I x_err_fatal (gettext(
"O: could not ignore SIGPIPE to enulate "
) "LX_MSG_NOSI GNAL"), "sendnsg()");

r = _so_sendnsg(sockfd, (struct msghdr *)&nsg, flags | MSG XPG4_2);

if ((nosigpipe) & (sigaction(SlIGPlIPE &oact, NULL) < 0))
I x_err_fatal (
gettext("%: could not reset SIGPIPE handler to "
"emul ate LX_MSG _NOSI GNAL"), "sendnsg()");

if (r <0 {
/ *

* according to the man page and LTP, the expected error in
* this case is EPIPE
*/
if (errno == ENOTCONN)
return (-EPIPE);
el se
return (-errno);

}

return (r);

1379 static int
1380 | x_recvnsg(ul ong_t *args)
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1381 {
1382
1383
1384
1385
1386
1387

1389
1390

1392
1394

1396
1397

1399
1400
1401
1402
1403
1404
1405
1406
1407
1408
1409
1410
1411
1412
1413

1415
1416
1417
1418
1419
1420
1421
1422
1423
1424
1425
1426
1427
1428

1430
1431
1432
1433
1434

1436

1438
1439
1440
1441

1443
1444
1445
1446

int sockfd = (int)args[O];

struct | x_nsghdr msg;

struct | x_nmsghdr *msgp = (struct |x_nsghdr *)args[1];
struct cmsghdr *cmeg = NULL;

int flags = (int)args[2];

int r, err;

int nosigpipe = flags & LX_MSG _NOSI GNAL;
struct sigaction newact, oact;

| x_debug("\trecvmsg( %, Ox%, Ox%)", sockfd, (void *)args[1l], flags);
flags = convert_sockfl ags(fl ags);

if ((uucopy(m;gp, &m;gj_sizeof (msg))) !'= 0)

turn (-err
/*
* If we are expecting to have to convert any control nessages,
* then we shoul d receive theminto our address space instead of
* the app’s.
*/
if (msg.meg_control !'= NULL) {
cnsg = nsg. meg_control ;
if (msg.nsg_controllen == 0) {
nmsg. meg_control = NULL;
} else {
nsg. meg_control = SAFE_ALLOCA(nsg. nsg_control | en);
if (msg.nmsg_control == NULL)
return (-ElINVAL);
}
}
/*
* |f nosigpipe is set, we want to enul ate the Linux action of
* not sending a SIGPIPE to the caller if the renpte socket has
* already been cl osed.
*
* As SIGPIPE is a directed signal sent only to the thread that
* performed the action, we can emulate this behavior by nmonmentarily
* resetting the action for SIGPIPE to SIG |G\, performng the socket
* call, and resetting the action back to its previous val ue.
*/

if (nosigpipe) {
newact.sa_handler = SIG |G\,
newact.sa_flags = 0;
(voi d) sigenptyset(&newact.sa_nask);

if (sigaction(SICPlIPE, &newact, &oact) < 0)
I x_err_fatal (gettext(
"%: could not ignore SIGPIPE to enulate "
) "LX_MSG_NOSI GNAL"), "recvnsg()");

r = _so_recvneg(sockfd, (struct msghdr *)&nsg, flags | MSG XPG4_2);
if ((nosigpipe) & (sigaction(SlIGPlIPE &oact, NULL) < 0))
I x_err_fatal (
gettext("%: could not reset SIGPlIPE handler to "
"emul ate LX_MSG NOSI GNAL"), "recvnsg()");
if (r >> 0 & nsg.nmsg_control != NULL) {
/*

* |f there are control nessages bundled in this nmessage,
* we need to convert themfromLinux to Solaris.
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1447 */

1448 if ((err = convert_cnmsgs(SOL_TO LX, &nsg, "recvnsg()")) != 0)
1449 return (-err);

1451 if ((uucopy(nsg.nsg_control, cnsg, nsg.nsg_controllen)) !'= 0)
1452 return (-errno);

1453 }

1455 /*

1456 * A handful of the values in the msghdr are set by the recvnsg()
1457 * call, so copy their values back to the caller. Rather than iterate,
1458 * just copy the whole structure back.

1459 */

1460 if (uucopy(&msg, nsgp, sizeof (msg)) !'= 0)

1461 return (-errno);

1463 return ((r <0) ? -errno : r);

1464 }

1466 int

1467 | x_socketcal | (uintptr_t pl, uintptr_t p2)

1468 {

1469 int subcmd = (int)pl - 1; /* subcommands start at 1 - not 0 */
1470 ul ong_t args[6];

1471 int r;

1473 if (subcmd < 0 || subcnmd >= LX_RECVMSG

1474 return (-EINVAL);

1476 /*

1477 * Copy the argunents to the subconmmand in fromthe app’s address
1478 * space, returning EFAULT if we get a bogus pointer.

1479 *

1480 if (uucopy((void *)p2, args,

1481 sockf ns[ subcnd] . s_nargs * sizeof (ulong_t)))

1482 return (-errno);

1484 r = (sockfns[subcnd].s_fn)(args);

1486 return (r);

1487 }

1488 #endif /* ! codereview */
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.

7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng perm ssions

11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each

14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

15 * |f applicable, add the followi ng below this CODL HEADER, wth the

16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]

18 *

19 * CDDL HEADER END

20 */

21 /*

22 * Copyright 2009 Sun Mcrosystens, Inc. All rights reserved.

23 * Use is subject to license terns.

24 *

26 /*

27 * when a stat() is done for a non-device file, the devt returned

28 * via the stat is the devt of the device backing the filesystem which
29 * contains the file the stat was perfornmed on. these devts are currently
30 * untranslated. if this turns out to cause problens in the future then
31 * we nmight want to add nore devt translators to convert sd and cndk

32 * devts into linux devts that nornally represent disks.

33 *

34 * XXX this nay not be the best place to have the devt translation code.
35 * devt translation will also be needed for /proc fs support, which wll
36 * probably be done in the kernel. we may need to nove this code into
37 * the kernel and add a brand syscall to do the translation for us. this
38 * will need to be worked out before putback.

39 */

41 #include <assert.h>

42 #include <errno. h>

43 #incl ude <stdio. h>

44 #include <strings.h>

45 #include <unistd. h>

46 #include <libintl.h>

47 #include <sys/fcntl.h>

48 #include <sys/stat.h>

49 #incl ude <sys/types. h>

50 #include <sys/|x_types. h>
51 #include <sys/|x_stat. h>
52 #include <sys/Ix_m sc. h>
53 #i ncl ude <sys/| x_debug. h>
54 #include <sys/|x_ptm h>
55 #i nclude <sys/| x_audi o. h>
56 #include <sys/Ix_fcntl.h>
57 #include <sys/nodctl . h>

59 /* define _KERNEL to get the devt manipul ati on macros */
60 #define _KERNEL
61 #include <sys/sysmacros. h>
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62 #undef _KERNEL

65 #define LX_PTS_MAJOR M N 136

66 #define LX_PTS_MAJOR MAX 143

67 #define LX_PTS_MAX \

68 ((CX_PTS_MAJOR MAX - LX PTS MAJOR MN + 1) * LX M NORMASK)
70 #define LX_PTM MAJOR 5

71 #define LX_PTM_M NOR 2

73 /* values for dt_type */

74 #define DTT_I NVALI D 0
75 #define DTT_LIST 1
76 #define DTT_CUSTOM 2

78 /* convience nmacros for access the dt_m nor union */
79 #define dt_list dt _m nor.dtmlist

80 #define dt_custom dt _m nor. dt m cust om

82 /*

83 * structure used to define devt translators

84 */

85 typedef struct minor_translator {

86 char *mt _pat h; /* solaris mnor node path */
87 m nor_t nt_m nor; /* solaris mnor node nunber */
88 i nt nt _| x_maj or; /* l'inux maj or node nunber */
89 int nt _I x_mi nor; /* linux mnor node nunmber */

90 } minor_translator_t;

92 typedef struct devt_translator {

93 char *dt _driver; /* solaris driver nane */
94 nmej or _t dt_nmejor; /* solaris driver nunber */
96 /* dt _type dictates how we intrepret dt_m nor */

97 int dt _type;

98 uni on {

99 uintptr_t dtmfoo; /* required to conpile */
100 m nor_transl ator_t *dtmlist;

101 int (*dtm custom (dev_t, Ix_dev_t *, int);

102 } dt _mi nor;
103 } devt_translator_t;

106 /*

107 * forward declerations

108 */

109 static devt_translator_t devt_translators[];

111 /*

112 * called to initialize the devt translation subsystem

113 *

114 int

115 I x_stat_init()

116 {

117 m nor _transl ator_t *m;

118 struct stat st;

119 nmej or _t maj or;

120 char *driver;

121 int i, j, ret;

123 for (i = 0; devt_translators[i].dt_driver !'= NULL; i++) {
125 assert(devt_translators[i].dt_type != DIT_|I NVALI D);
127 /* figure out the najor nunbers for our devt translators */
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128 driver = devt_translators[i].dt_driver; 194 Ix_mn = mn %LX_M NORMASK;
129 ret = nodct| ( MODGETMAJBI ND,
130 driver, strlen(driver) + 1, &mjor); 196 *jdev = LX_MAKEDEVI CE(I x_maj, |Ix_mn);
131 if (ret 1=0) { 197 return (0);
132 I x err(gettext ("%%) failed: %\n"), 198 }
133 "I x_stat_init(): nodct| ( MODGETMAJBI ND, ",
134 driver, strerror(errno));
135 | x_err(gettext ("%: % transiator disabled for: %\ n"), 201 static int
136 "l x_stat_init()", "devt" drl ver); 202 /* ARGSUSED*/
137 devt translators[i].dt_naj or’ = (mj or_t)— 1; 203 ptmdevt_translator(dev_t dev, |Ix_dev_t *jdev, int fd)
138 conti nue; 204 {
139 } 205 *j dev = LX_MAKEDEVI CE(LX_PTM MAJOR, LX_PTM M NOR) ;
206 return (0);
141 /* save the nmjor node val ue */ 207 }
142 devt _translators[i].dt_major = ngjor;
209 static int
144 /* if this translator doesn’t use a |ist mapping we're done. */ 210 audi o_devt_translator(dev_t dev, |x_dev_t *jdev, int fd)
145 if (devt_translators[i].dt_type != DIT_LIST) 211 {
146 cont i nue; 212 int s_mnor, |_mnor;
148 /* for each device listed, |ookup the minor node number */ 214 if (fd ==-1)
149 nm = devt_translators[i].dt_list; 215 s_mi nor = getm nor(dev);
150 for (j =0; nm[j].nt_path != NULL j++) { 216 } else{
217
152 /* stat the device */ 218 * this is a cloning device so we have to ask the driver
153 ret = stat(nmt[j].nt_path, &st); 219 * what kind of minor node this is
154 if (ret 1=0) { 220 */
155 Ix_err(gettext("%%) failed: %\n"), 221 if (ioctl(fd, LXA_IOC GETM NORNUM &s_minor) < 0)
156 "Ix_stat_init(): stat(", 222 return (-EINVAL);
157 nt[j].nt _path, strerror(errno)) 223 }
158 I x_err(gettext(
159 "Us: % translator disabled for: %\n"), 225 switch (s_minor) {
160 "Ix_stat_init()", "devt", 226 case LXA_M NORNUM DSP:
161 m[j].nmt_path); 227 | _minor = 3;
162 st.st_rdev = NCDEV, 228 br eak;
163 } else { 229 case LXA M N(RNUM M XER:
164 /* make sure the major node matches */ 230 I _mnor = 0;
165 assert(getnmmjor(st.st_rdev) == nmjor); 231 break;
166 assert(mt[j].nt _mnor < LX_M NORMVASK); 232 defaul t:
167 } 233 return (-EINVAL);
234 }
169 /* save the minor node val ue */
170 nt[j].nm_mnor = getm nor(st.st_rdev); 236 *jdev = LX_MAKEDEVI CE(14, | _mi nor);
171 1 237 return (0);
172 } 238 }
173 return (0);
174 } 240 static void
241 s2| _dev_report(dev_t dev, |Ix_dev_t jdev)
176 static int 242 {
177 | * ARGSUSED*/ 243 nmaj or _t ngj ;
178 pts_devt_transl ator(dev_t dev, |x_dev_t *jdev, int fd) 244 m nor _t mn;
179 { 245 int I x_maj, |x_mn;
180 mnor_t mn = getm nor(dev);
181 int I x_maj ; 247 if (Ix_debug_enabl ed == 0)
182 int I x_mn; 248 return;
184 I* 250 maj = getmgjor(dev);
185 * linux has a really small mnor nunmber name space (8 bits). 251 mn = getmnor(dev);
186 * so if pts devices are limted to one major nunber you coul d
187 * only have 256 of them |inux addresses this issue by using 253 I x_maj = LX_GETMAJOR(] dev);
188 * nmultiple nmajor nunbers for pts devices. 254 Ix_mn = LX_GETM NOR(] dev) ;
189
190 if (mn >= LX_PTS_MAX) 256 | x_debug(" \ttransl ated devt [%, %] -> [%d, %]",
191 return (EOVERFLOW ; 257 maj, mn, |x_mj, |x_mn);

258 }
193 Ix_maj = LX PTS MAJOR MN + (mn / LX M NORVASK)
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260 static int
261 s2| _devt(dev_t dev, |x_dev_t *jdev, int fd) 327 bzer o( &uf, sizeof (buf));
262 { 328 buf.st_dev = st_dev;
263 m nor_transl ator_t *nt; 329 buf.st_rdev = st_rdev;
264 int i, j, err; 330 buf.st_ino = s->st_ino;
265 maj or _t maj = getmajor(dev); 331 buf. st _node = s->st_node;
266 m nor _t mn = getm nor(dev); 332 buf.st_nlink = s->st_nlink;
333 buf.st_uid = LX U D32_TO_ ul D16(s->st_uid);
268 /* 1 ook for a devt translator for this major nunber */ 334 buf.st _gid = LX_G D32_TO G D16(s->st_gid);
269 for (i = 0; devt_translators[i].dt_driver !'= NULL; i++) { 335 buf.st_size = s->st_si ze;
270 if (devt_translators[i].dt_major == mgj) 336 buf . st_bl ksi ze = s->st _bI ksi ze;
271 br eak; 337 buf . st_bl ocks = s->st_bl ocks;
272 } 338 buf.st_atine.ts_sec = s->st_atimtv_sec;
273 if (devt_translators[i].dt_driver !'= NULL) { 339 buf.st_atinme.ts_nsec = s->st_atimtv_nsec;
340 buf.st_ctinme.ts_sec = s->st_ctimtv_sec;
275 /* try to translate the solaris devt to a |linux devt */ 341 buf.st_ctinme.ts_nsec = s->st_ctimtv_nsec;
276 switch (devt_translators[i].dt_type) { 342 buf.st_ntinme.ts_sec = s->st_ntimtv_sec;
277 case DTT_LIST: 343 buf.st_ntime.ts_nsec = s->st_ntimtv_nsec;
278 n = devt _translators[i].dt_list;
279 for (j 0; mt[j].nt_path 1= NULL j++) { 345 if (uucopy(&uf, (void *)Ix_statp, sizeof (buf)) != 0)
280 |f (mt[j].m_mnor == m ) { 346 return (-errno);
281 assert(mt[j].nm_mnor < LX_M NORMASK);
348 return (0);
283 /* found a translation */ 349 }
284 *j dev = LX_MAKEDEVI CE(
285 mt[j].nt_|x_mgjor, 351 static int
286 mij].m_Ix mnor) 352 stat64_convert(uintptr_t Ix_statp, struct stat64 *s, int fd)
287 s2|l _dev_report (dev, Jdev); 353 {
288 return (0); 354 struct |x_stat64 buf ;
289 } 355 | x_dev_t st_dev, st_rdev;
290 } 356 int err;
291 break;
358 if ((err = s2l _devt(s->st_dev, &st_dev, fd)) !=0)
293 case DTT_CUSTOM 359 return (err);
294 err = devt_translators[i].dt_custon{dev, jdev, fd); 360 if ((err = s2l_devt(s->st_rdev, &st_rdev, fd)) != 0)
295 if (err == 0) 361 return (err);
296 s2| _dev_report(dev, *jdev);
297 return (err); 363 /* Linux seens to report a O st_size for all block devices
298 br eak; 364 if ((s->st_node & S | FMI) == S_| FBLK)
299 } 365 s->st_size = 0;
300 }
367 bzer o( &uf, sizeof (buf));
302 /* we don’t have a translator for this device */ 368 buf.st_dev = st_dev;
303 *j dev = LX_MAKEDEVI CE(nmj, mn); 369 buf.st_rdev = st_rdev;
304 return (0); 370 buf.st_smal | |no—(lx ino_t)(s->st_ino & U NT_MAX);
305 } 371 buf.st_ino = (Ix_ino64_t)s->st_ino;
372 buf . st_npde = s->st_node;
307 static int 373 buf.st_nlink = s->st_nlink;
308 stat_convert(uintptr_t Ix_statp, struct stat *s, int fd) 374 buf.st_uid = s->st_uid;
309 { 375 buf.st_gid = s->st_gid;
310 struct |x_stat buf; 376 buf . st_size = s->st_size;
311 | x_dev_t st_dev, st_rdev; 377 buf . st _bl ksi ze = s- >st _bl ksi ze;
312 int err; 378 buf . st _bl ocks = s->st_bl ocks;
379 buf.st_atinme.ts_sec = s->st_atimtv_sec;
314 if ((err = s2l _devt(s->st_dev, &st_dev, fd)) !=0) 380 buf.st_atine.ts_nsec = s->st_ati mtv_nsec;
315 return (err); 381 buf.st_ctinme.ts_sec = s->st_ctimtv_sec;
316 if ((err = s2l_devt (s >st_rdev, &st_rdev, fd)) != 0) 382 buf.st_ctinme.ts_nsec = s->st_ctimtv_nsec;
317 return (err); 383 buf.st_ntinme.ts_sec = s->st_ntimtv_sec;
384 buf.st_ntinme.ts_nsec = s->st_ntimtv_nsec;
319 if ((st_dev > USHRT_MAX) || (st_rdev > USHRT_MAX) ||
320 (s->st_nlink > USHRT_MAX) || (s->st_size > ULONG MAX)) 386 if (uucopy(&buf, (void *)Ix_statp, sizeof (buf)) !=0)
321 return (- EOVERFLOW ; 387 return (-errno);
323 /* Linux seens to report a 0 st_size for all block devices */ 389 return (0);
324 if ((s->st_node & S | FMI) == S TFBLK) 390 }
325 s->st_size = 0;
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392 int

393 I x_stat(uintptr_t pl, uintptr_t p2)

394 {

395 char *path = (char *)pl;

396 struct stat sbuf ;

398 | x_debug("\tstat(%, ...)", path);

399 if (stat(path, &sbuf))

400 return (-errno);

402 return (stat_convert(p2, &sbuf, -1));
403 }

406 int

407 | x_fstat(uintptr_t pl, uintptr_t p2)

408 {

409 int fd = (int)pl;

410 struct stat sbuf ;

411 char *path, path_buf [ MAXPATHLEN] ;
413 if (1x_debug_enabled != 0) {

414 path = I x_fd_to_path(fd, path_buf, sizeof (path_buf));
415 if (path == NULL)

416 path = "?2";

418 | x_debug("\tfstat(% - %, ...)", fd, path);
419 1

420 if (fstat(fd, &sbuf))

421 return (-errno);

423 return (stat_convert(p2, &sbuf, fd));
424 }

427 int

428 | x_|stat(uintptr_t pl, uintptr_t p2)

429 {

430 char *path = (char *)pl,;
431 struct stat sbuf ;

433 | x_debug("\tlstat(%, ...)", path);

434 if (lstat(path, &sbuf))

435 return (-errno);

437 return (stat_convert(p2, &sbuf, -1));
438 }

440 int

441 | x_stat64(uintptr_t pl, uintptr_t p2)

442 {

443 char *path = (char *)pil;
444 struct stat64 sbuf;

446 | x_debug("\tstat64(%, ...)", path);
447 if (stat64(path, &sbuf))

448 return (-errno);

450 return (stat64_convert(p2, &sbuf, -1));
451 }

454 int

455 | x_fstat64(uintptr_t pl, uintptr_t p2)

456 {

457 int fd = (int)pl;
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458 struct stat64 sb f;

459 char *pat h pat h_buf [ MAXPATHLEN] ;
461 if (lIx_debug_enabled != 0) {

462 path = I x_fd_to_path(fd, path_buf, sizeof (path_buf));
463 if (path == NULL)

464 path = "?";

466 | x_debug("\tfstat64(%d - %, ...)", fd, path);
467 }

468 if (fstat64(fd, &sbuf))

469 return (-errno);

471 return (stat64_convert(p2, &sbuf, fd));

472 }

474 int

475 | x_fstatat64(uintptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4)
476 {

477 int atfd = (int)p

478 const char *path (const char *)p2;

479 int flag;

480 struct stat64 sbuf;

482 if (atfd == LX_AT_FDCWD)

483 atfd = AT_FDCOWD;

485 flag = Itos_at_flag(p4, AT_SYM.INK_NOFOLLOW ;

486 if (flag < 0)

487 return (-EI NVAL);

489 if (fstatat64(atfd, path, &sbuf, flag))

490 return (-errno);

492 return (stat64_convert(p3, &sbuf, -1));

493 }

496 int

497 | x_| stat64(uintptr_t pl, uintptr_t p2)

498 {

499 char *path = (char *)pl;

500 struct stat64 shuf ;

502 | x_debug("\tlstat64(%s, ...)", path);

503 if (lstat64(path, &sbuf))

504 return (-errno);

506 return (stat64_convert(p2, &sbuf, -1));

507 }

509 /*

510 * devt translator definitions

511 */

512 #define M NOR_TRANSLATOR(path, |x_major, |x_m nor) \
513 { path, 0, Ix_major, Ix m nor }

515 #defi ne M NOR_TRANSLATOR _END \
516 { NULL, O, O, O}

518 #defi ne DEVT_TRANSLATOR(drv, flags, i) \

519 { drv, 0, flags, (uintptr_t)i }

521 /[ *

522 * translators for devts

523 */
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524 static minor_translator_t ntranslator_mm{] = {

525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549
550

551 }

552

static

bs

static

b

static

b

static

#endi f

M NOR_TRANSLATOR("/dev/nul | *, "1, 3),
M NOR_TRANSLATOR( "/ dev/ zero", 1, 5),
M NOR_TRANSLATOR_END

mnor_translator_t ntranslator_randonf] = {
M NOR_TRANSLATOR("/ dev/randoni, 1, 8),
M NOR_TRANSLATOR( "/ dev/ ur andont, 1, 9),
M NOR_TRANSLATOR_END

mnor_translator_t ntranslator_sy[] = {
M NOR_TRANSLATOR("/dev/tty", 5, 0),
M NOR_TRANSLATOR_END

mnor_translator_t ntranslator_zcons[] = {
M NOR_TRANSLATOR("/ dev/ consol e", 5, 1),
M NOR_TRANSLATOR_END

devt _translator_t devt_translators[] = {

DEVT_TRANSLATCR(" rm', DTT_LI ST,
DEVT_TRANSLATOR( " r andont', DTT_LI ST,
DEVT_TRANSLATOR( " sy" DTT_LI ST,
DEVT_TRANSLATOR( " zcons" DTT_LI ST,
DEVT_TRANSLATOR(LX_AUDI O DRV,  DTT_CUSTOM
DEVT_TRANSLATOR( LX_PTM DRV, DTT_CUSTOM
DEVT_TRANSLATOR(" pt's", DTT_CUSTOM
DEVT_TRANSLATOR( NULL, 0,

/* 1 codereview */

&nt ransl ator _nm,

&nt ransl at or _random),
&nmransl at or _sy),

&nm ransl at or _zcons),
audi o_devt _transl ator),
ptm.devt _translator),
pts_devt _translator),
0)
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.
7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *

19 * CDDL HEADER END

20 */

21 /*

22 * Copyright 2006 Sun M crosystens, Inc. All rights reserved.

23 * Use is subject to license terns.

24 */

26 #pragne ident " %YW % % %E% SM "

28 #include <assert.h>

29 #include <errno. h>

30 #include <libintl.h>

31 #include <string. h>

32 #include <strings. h>

33 #include <sys/types. h>
34 #include <sys/statvfs.h>
35 #include <sys/param h>

37 #include <sys/|x_debug. h>

38 #include <sys/Ix_m sc. h>
39 #include <sys/|x_statfs.h>

we can't really do here.

41 /*
42 * these defines nmust exist before we include regexp.h, see regexp(5)
43 */
44 #define RE_SI ZE 1024
45 #define INIT char *sp = instring;
46 #define CGETC() (*sp++)
47 #define PEEKC() (*sp)
48 #defi ne UNGETC(c) (--sp)
49 #define RETURN(c) return (NULL);
50 #define ERROR(c) return ((char *)c);
52 /*
53 * for regular expressions we're using regexp(5).
54 *
55 * we'd really prefer to use sone other nicer regular expressions
56 * interfaces (like regcnp(3c), regconp(3c), or re_conp(3c)) but we
57 * can’t because all these other interfaces rely on the ability
58 * to allocate nenory via libc malloc()/calloc() calls, which
*
*
*

we coul d optionally use regexpr(3gen) but we don’t since the
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*
*
*
*
*
*

*

interfaces there are incredibly simlar to the regexp(5)
interfaces we’'re already using and we’d have the added
requirement of |inking against |ibgen.

anot her option that was considered is fnmatch(3c) but the
limted pattern expansion capability of this interface would
force us to include nore patterns to check against.

70 #include <regexp. h>

72 static struct |x_ftype_path {
73 char *| f p_pat h;
74 char | fp_re[ RE_SI ZE] ;
75 int | fp_magi c;
76 char *| fp_nagic_str;
77 } ftype_| pathllst[] = {
78 { "~ldev/pts$", "
79 LX | DEVPTS SUPER | I\/AGI C, "LX_DEVPTS_SUPER MAG C' },
80 { "~/ dev/pts/$",
81 LX DEVPTS SUPER | IVAG C, "LX_DEVPTS SUPER MAG C' },
82 { ""/dev/pts/[o 9][0-9] *$",
83 X_DEVPTS_SUPER MAGI C, "LX_DEVPTS_SUPER MAGI C' },
84 { NULL, ,
85 0, NULL }
86 };
88 /*
89 */For lack of linux equivalents, we present |ofs and zfs as being ufs.
90 *
91 static struct |Ix_ftype_name {
92 const char *| f n_nane;
93 int | fn_magi c;
94 char *| fn_nmagi c_str;
95 } ftype_name_list[] = {
96 "hsfs", LX_I SOFS_SUPER_MAG C, "LX_| SOFS_SUPER _MAG C
97 "nfs", LX_NFS_SUPER_MAG C, "LX_NFS_SUPER _MAG C'
98 { "pcfs", LX_MSDOS_SUPER_MAG C, " LX_MSDOS_SUPER_MAG C'
99 { "lIx_proc", LX_PROC_SUPER_MAG C, " LX_PROC_SUPER MAG C'
100 { "ufs", LX_UFS_MAG C, "LX_UFS_NAG C'
101 { "lofs", LX_UFS_MAG C, "LX_UFS_MAG C'
102 { "zfs", LX_UFS_MAG C, "LX_UFS_MAG C'
103 { NULL, 0, NULL }
104 };
106 int
107 I x_statfs_init()
108 {
109 int i;
110 char *rv;
112 (i =0; ftype_path_list[i].lfp_path !'= NULL; i++) {
113 rv = conpil e(
114 ftype_path_list[i].|fp_path,
115 ftype_path_list[i].lfp_re,
116 ftype_path_list[i].Ifp_re + RE_SIZE, '\0");
117 if (rv == NULL)
118 cont i nue;
120 | x_debug("Ix_statfs_init conpile(\"%\") failed",
121 ftype path_list[i].lfp_path);
122 return (1);
123 }
124 return (0);
125 }
127 static int
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128 stol _type(const char *path, const char *nane)
129 {

130 int

131 I x debug("\tst ol _type(\"us\", \"%\")\n", path == NULL ? "NULL" : path,
132 name == NULL ? "NULL" : nane);

134 if (path !'= NULL) {

135 char user pat h[ MAXPATHLEN ;

137 if (uucopystr(path, userpath, MAXPATHLEN) == -1)

138 return (-errno);

140 for (i =0; ftype_path_list[i].lfp_path !'= NULL; i++) {
141 if (step(userpath, ft ype path list[i].Ifp_re) == 0)
142 conti nue;

144 /* got a match on the fs path */

145 | x_debug("\ttranslated f_type to Ox% - %",
146 ftype_path_list[i].|fp_magic,

147 ftype_path_list[i].|fp_magic_str);

148 return (ftype_path_list[i].|fp_magic);

149 }

150 1

152 assert(nane != NULL);

153 for (i =0; ftype_nanme_list[i].lfn_name != NULL; i++) {

154 if (strcnp(name, ftype_name_list[i].lfn_nane) == 0) {
156 /* got a match on the fs name */

157 | x_debug("\ttranslated f_type to Ox% - %",
158 ftype_name_list[i].|fn_magic,

159 ftype_name_list[i].|lfn_magic_str);

160 return (ftype_name_list[i].lfn_magic);

161 }

162 }

164 /* we don't know what the fs type is so just set it to O */
165 return (0);

166 }

168 /*

169 * The Linux statfs() is simlar to the Solaris statvfs() call,

170 * difference being the use of a nuneric
171 * 'f_basetype’ string.

172 */

173 static int

174 stol _statfs(const char *path,

"f_type’

struct |x_statfs *I,

the nmain
identifier instead of the

struct statvfs *s)

175 {

176 int type;

178 if ((type = stol _type(path, s->f_basetype)) < 0)
179 return (type);

181 | ->f _type = type;

182 | ->f _bsize = s->f_bsi ze;

183 | ->f _bl ocks = s->f_bl ocks;

184 | ->f bfree = s->f bfree;

185 | ->f _bavail = s->f_bavail;

186 I->f files = s->f _files;

187 |->f _ffree = s->f _ffree;

188 I->f _fsid = s->f_fsid;

189 | ->f _nanel en = s->f_nanemax;

190 | ->f _frsize = s->f _frsize;

191 bzero(&(l->f_spare), sizeof (|l->f_spare));

193 return (0);
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194 }

196 static int

197 stol _statfs64(const char *path, struct |x_st
198 {

199 int type;

201 if ((type = stol _type(path, s->f_bas
202 return (type);

204 |->f _type = type;

205 | ->f _bsize = s->f_bsi ze;

206 | ->f bl ocks = s->f_bl ocks;

207 | ->f _bfree = s->f_bfree;

208 | ->f _bavail = s->f_bavail;

209 I->f _files = s->f _files;

210 |->f ffree = s->f _ffree;

211 |->f _fsid = s->f_fsid;

212 | ->f _nanel en = s->f _nanenax;

213 | ->f _frsize = s->f frsize;

214 bzero(&(|->f_spare), sizeof (I->f_sp
216 return (0);

217 }

219 int

220 I x_statfs(uintptr_t pl, uintptr_t p2)

221 {

222 const char *path = (const char *)pil;
223 struct | x_statfs Ixfs, *fs = (struct
224 struct statvfs vfs;

225 int err;

227 | x_debug("\tfstatvfs(¥%, Oxl’/p) ", pat
228 if (statvfs(path, &fs) = 0)

229 return (-errno);

231 if ((err = stol _statfs(path, & xfs,
232 return (err);

234 if (uucopy(& xfs, fs, sizeof (struct
235 return (-errno);

237 return (0);

238 }

240 int

241 | x_fstatfs(uintptr_t pl, uintptr_t p2)

242 {

243 struct |Ix_statfs Ixfs, *fs = (struct
244 struct statvfs vfs;

245 char *path, path_buf[ MAXPATHLEN ;
246 int fd = (int)pl;

247 int err;

249 | x_debug("\tfstatvfs(%l, Ox%)", fd,
250 if (fstatvfs(fd, &fs) = 0)

251 return (-errno);

253 path = I x_fd_to_path(fd, path_buf, s
255 if ((err = stol_statfs(path, & xfs,
256 return (err);

258 if (uucopy(& xfs, fs, sizeof (struct
259 return (-errno);

atfs64 *|, struct statvfs64 *s)

etype)) < 0)

are));

I x_statfs *)p2;

h, fs);

&fs)) = 0)

I x_statfs)) != 0)

I x_statfs *)p2;

fs);

i zeof (path_buf));
&fs)) 1= 0)

I x_statfs)) !'= 0)
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261 return (0);

262 }

264 /* ARGSUSED */

265 int

266 | x_statfs64(uintptr_t pl, uintptr_t p2, uintptr_t p3)

267 {

268 const char *path = (const char *)pil;

269 struct Ix_statfs64 Ixfs, *fs = (struct |x_statfs64 *)p3;
270 struct statvfs64 vfs;

271 int err;

273 | x_debug("\tstatvfs64(%, %, Ox%)", path, p2, fs);
274 if (statvfs64(path, &fs) != 0)

275 return (-errno);

277 if ((err = stol _statfs64(path, & xfs, &vfs))

278 return (err);

280 if (uucopy(& xfs, fs, sizeof (struct |x_statfs64))
281 return (-errno);

283 return (0);

284 }

286 /* ARGSUSED */

287 i

i nt
288 | x_fstatfs64(uintptr_t pl, uintptr_t p2, uintptr_t p3)
289 {

290 struct Ix_statfs64 Ixfs, *fs = (struct |x_statfs64 *)p3;
291 struct statvfs64 vfs;

292 char *path, path_buf[ MAXPATHLEN] ;

293 int fd = (int)pl;

294 int err;

296 | x_debug("\tfstatvfs64(%l, %, Ox%)", fd, p2,

297 if (fstatvfs64(fd, &fs) !'=0)

298 return (-errno);

300 path = I x_fd_to_path(fd, path_buf, sizeof (path_buf));
302 if ((err = stol _statfs64(path, & xfs, &vfs))

303 return (err);

305 if (uucopy(& xfs, fs, sizeof (struct |x_statfs64))
306 return (-errno);

308 return (0);

309 }

310 #endif /* ! codereview */
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1/*

2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
20 */
21 /*
22 * Copyright 2007 Sun Mcrosystens, Inc. All rights reserved.
23 * Use is subject to license terns.
*

/

26 #pragne ident " %YW % % %E% SM "
28 #include <alloca. h>

29 #include <errno. h>

30 #include <stdio. h>

31 #include <string. h>

32 #include <sys/l|x_syscall.h>

33 #include <sys/|x_m sc. h>

34 #include <sys/|x_debug. h>

36 /*

37 * sysctl() inplenmentation. The full set of possible values is incredibly
38 * large; we only inplenent the bare m ni mum here, nanely basic kernel

39 * infornation.

40 *

41 * For the nonent, we also print out debuggi ng nessages if the application
42 * attenpts to wite or access any other values, so we can tell if we are not
43 * supporting sonething we shoul d be.

44 =/

46 struct |x_sysctl_args {

47 int *nane;

48 int nlen;

49 voi d *ol dval ;

50 size_t *ol dl enp;

51 voi d *newal ;

52 size_t new en;

53 };

55 #define LX_CTL_KERN

57 #define LX _KERN OSTYPE
58 #define LX_KERN OSRELEASE
59 #define LX_KERN OSREV

60 #define LX_KERN_VERSI ON

AWNE B

new usr/src/lib/brand/| x/|x_brand/ common/ sysctl.c
62 int
63 | x_sysctl (uintptr_t raw)
64
65 struct |x_sysctl_args args;
66 int nanme[2];
67 size_t oldlen;
68 char *namebuf ;
70 if (uucopy((void *)raw, &args, sizeof (args)) < 0)
71 return (-EFAULT);
73 /*
74 * We only allow [ CTL_KERN, KERN * ] pairs, so reject anything that
75 * doesn’t have exactly two values starting with LX CTL_KERN.
76 */
77 if (args.nlen != 2)
78 return (-ENOIDI R);
80 if (uucopy(args.nane, nane, sizeof (nane)) < 0)
81 return (-EFAULT);
83 if (nane[0] != LX CTL_KERN) {
84 I x_debug("sysctl: read of [%d, %] unsupported”,
85 nane[ 0], nanme[1]);
86 return (-ENOIDI R);
87 }
89 /* We don’t support witing new sysctl values. */
90 if ((args.newal !'= NULL) || (args.newen != 0)) {
91 | x_debug("sysctl: wite of [%, %] unsupported",
92 nane[ 0], nane[1]);
93 return (-EPERM;
94 }
96 /*
97 * It may seemsilly, but passing in a NULL ol dval pointer and not
98 * witing any new values is a perfectly legal thing to do and shoul d
99 * succeed.
100 */
101 if (args.oldval == NULL)
102 return (0);
104 /*
105 * Li kewi se, Linux specifies that setting a non-NULL ol dval but a
106 * zero *oldlenp should result in an errno of EFAULT.
107 */
108 if ((uucopy(args.oldlenp, &oldlen, sizeof (oldlen)) < 0) ||
109 (oldlen == 0))
110 return (-EFAULT);
112 namebuf = SAFE_ALLOCA(ol dl en);
113 if (namebuf == NULL)
114 return (- ENOVEM ;
116 switch (nane[1]) {
117 case LX_KERN OSTYPE:
118 (void) strlcpy(namebuf, LX_UNAME_SYSNAME, ol dlen);
119 br eak;
120 case LX_KERN OSRELEASE:
121 (void) strlcpy(nanmebuf, |x_release, oldlen);
122 reak;
123 case LX_KERN_VERSI ON:
124 (void) strlcpy(namebuf, LX UNAME_VERSI ON, ol dlen);
125 br eak;
126 defaul t:

127 | x_debug("sysctl: read of [CTL_KERN, %] unsupported"

nanme[1]);
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128 return (-ENOIDIR);

129 1

131 oldlen = strlen(nanebuf);

133 if ((uucopy(nanebuf, args.oldval, oldlen) < 0) ||

134 (uucopy(&ol dl en, args. ol dlenp, sizeof (oldlen)) < 0))
135 return (-EFAULT);

137 return (0);

138 }

139 #endif /* | codereview */
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.
7 *

8 * You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng permn ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the follow ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 =*

19 * CDDL HEADER END
20 */
21 /*

22 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
23 * Use is subject to license terns.
24 */

26 #pragma ident " VLYW N % %% SM "

28 #include <errno. h>

29 #include <unistd. h>

30 #include <strings. h>

31 #include <rctl.h>

32 #include <alloca. h>

33 #include <val ues. h>

34 #include <sys/syscall.h>

35 #include <sys/nsg. h>

36 #include <sys/ipc.h>

37 #include <sys/sem h>

38 #include <sys/shm h>

39 #include <sys/stat.h>

40 #incl ude <sys/types. h>

41 #incl ude <sys/|x_debug. h>
42 #include <sys/I|x_types. h>
43 #include <sys/|x_sysv_ipc. h>
44 #include <sys/|x_m sc. h>

45 #incl ude <sys/|x_syscall.h>

47 #define SLOT_SEM 0
48 #define SLOT_SHM 1
49 #define SLOT_MSG 2

51 static int
52 get _rctlval (rctiblk_t *rblk, char *nane)
{

53]

54 rctl_qty_t r;

56 if (getrctl(name, NULL, rblk, RCTL_FIRST) == -1)
57 return (-errno);

59 r = rctlblk_get_val ue(rbl k);

60 if (r > MAXINT)
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61
62
63 }

65 /
66
67
68

return (-EOVERFLOW ;
return (r);

*

* Gven a slot nunber and a maxi mum nunber of ids to extract
* kernel, return the msgid in the provided slot.

*/

69 static int
70 slot_to_id(int type, int slot)

103 }

105 /
106
107

uint_t nids, max;
int *idbuf = NULL;

int r =0;
nids = 0;
for (;;)

{

switch (type) {

case SLOT_SEM
r = sem ds(idbuf, nids,
br eak;

case SLOT_SHM
r = shm ds(idbuf, nids,
br eak;

case SLOT_MSG

r = negids(idbuf, nids,
break;

}

if (r <0)
return (-errno);

if (max ==

= 0)
return (-EINVAL);

if (max <= nids)
return (idbuf[slot]);

nids = nax;

if ((idbuf = (int *)SAFE ALLOCA(sizeof (int)

return (-ENOVEM ;

*

* Semaphore operations.
*/

108 static int

110
111
112

109 |
{

114
115
116
117
118
119

121
122
123 }

x_senget (key_t key, int nsems, int senflg)
int sol _flag;
int r;

| x_debug("\ nsenget (%1 %, %l)\n", key,
sol _flag = senflg & S_| AVB;
if (senflg & LX_I PC_CREAT)

sol fIag|—IPCCREAT
if (senflg & LX_| PC_EXCL)
sol _flag | = | PC_EXCL;

r = senget (key, nsens, sol _flag);
return ((r <0) ? -errno : r);

125 static int

126 |

x_senmop(int sem d, struct senmbuf *sops, size_t nsops)

&max) ;

&max) ;

&max) ;

nsens,

fromthe

* nids))

senflg);
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127 {

128 int r;

130 | x_debug("\ nsenop( %, Ox%, %)\n", semid, sops, nsops);
131 if (nsops == 0

132 return (-EINVAL);

134 r = senop(senid, sops, nsops);

135 return ((r <0) ? -errno : r);

136 }

138 static int

139 | x_senct| _ipcset(int semd, void *buf)

140 {

141 struct |x_sem d_ds sends;

142 struct sem d_ds sol _sends;

143 int r;

145 if (uucopy(buf, &sends, sizeof (sends)))

146 return (-errno);

148 bzero(&sol _sends, sizeof (sol_sends));

149 sol _sends. sem perm uid = sends. sem per m ui d;
150 sol _sends. sem perm gid = sends. sem perm gi d;
151 sol _sends. sem perm node = sends. sem per m node;
153 r = senctl (semd, 0, |PC_SET, &sol_sends);

154 return ((r <0) ? -errno : r);

155 }

157 static int

158 | x_senctl _ipcstat(int sem d, void *buf)

159 {

160 struct | x_sem d_ds sends;

161 struct sem d_ds sol _sends;

163 if (senctl(semd, 0, |IPC_STAT, &sol _sends) != 0)
164 return (-errno);

166 bzero(&sends, sizeof (sends));

167 sends. sem perm key = sol _sends. sem per m key;
168 sends. sem perm seq = sol _sends. sem per m seq;
169 senmds. sem perm uid = sol _sends. sem perm ui d;
170 sends. sem perm gid = sol _sends. sem perm gi d;
171 sends. sem perm cuid = sol _sends. sem perm cui d;
172 sends. sem perm cgi d = sol _sends. sem perm cgi d;
174 /* Linux only uses the bottom9 bits */

175 sends. sem perm node = sol _sends. sem perm nbde & S_| AVB;
176 sends. sem otime = sol _sends. sem oti ne;

177 sends. sem ctinme = sol _sends. sem cti ne;

178 sends. sem nsens = sol _sends. sem nsens;

180 if (uucopy(&sends, buf, sizeof (sends)))

181 return (-errno);

183 return (0);

184 }

186 static int

187 | x_senct! _i pci nfo(voi d *buf)

188 {

189 struct | x_semnfo i;

190 rctlblk_t *rblk;

191 int rblksz;

192 uint_t nids;
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193 int idbuf;

195 rblksz = rctl bl k_size();

196 if ((rblk = (rctlblk_t *)SAFE_ALLOCA(rbl ksz)) == NULL)

197 return (- ENOVEM ;

199 bzero(& , sizeof (i));

200 if ((i.semmi = get_rctlval (rblk, "project.mx-semids")) < 0)
201 return (i.semmi);

202 if ((i.semrsl = get_rctlval (rblk, "process.nax-semnsens")) < 0)
203 return (i.semrsl);

204 if ((i.semopm = get_rctlval (rblk, "process.mx-semops")) < 0)
205 return (I.senmopm;

207 I*

208 * W don’t have corresponding rctls for these fields. The val ues
209 * are taken fromthe fornulas used to derive the defaults listed
210 * in the Linux header file. W’re lying, but trying to be
211 * coherent about it.

212 *

213 i.semmap = i.semmi;

214 i.senmmms = i.semmi * i.semsl;

215 i.semmu = | NT_MAX;

216 i.semume = | NT_MAX;

217 i.semvnmk = LX_ SEMVMX;

218 if (semds(& dbuf, 0, &nids) < 0)

219 return (-errno);

220 i.semusz = nids;

221 i.semaem = | NT_MAX;

223 if (uucopy(& , buf, sizeof (i)) !=0)

224 return (-errno);

226 return (nids);

227 }

229 static int

230 | x_senttl| _senstat (int slot, void *buf)

231 {

232 int r, semd,;

234 semd = slot_to_id(SLOT_SEM slot);

235 if (semid < 0)

236 return (semd);

238 r = | x_senttl _ipcstat(semd, buf);

239 return (r <0 ?r : semd);

240 }

242 | *

243 * For the SETALL operation, we have to exam ne each of the semaphore
244 * values to be sure it is legal.

245 */

246 static int

247 | x_senttl| _setal |l (int sem d, union | x_senun *arg)

248 {

249 struct sem d_ds sends;

250 ushort_t *vals;

251 int i, sz, r;

253 /*

254 * Find out how many semaphores are involved, reserve enough
255 * menory for an internal copy of the array, and then copy it in
256 * fromthe process.

257 */

258 if (senctl(semd, 0, |IPC_STAT, &sends) != 0)
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259 return (-errno);

260 sz = sends.sem nsens * sizeof (ushort_t);
261 if ((vals = SAFE ALLOCA(sz)) == NULL)
262 return (- ENOVEM ;

263 if (uucopy(arg->sens, vals, sz))

264 return (-errno);

266 /* Validate each of the values. */

267 for (i =0; i < sends.sem nsens; i++)
268 if (vals[i] > LX_SEM/MX)

269 return (-ERANGE);

271 r = senctl(semd, 0, SETALL, arg->sens);
273 return ((r <0) ? -errno : r);

274 }

276 static int
277 | x_senctl (int semd, int seormum int cnd, void *ptr)

278 {

279 uni on | x_semun arg;

280 int rval;

281 int opt = cmd & ~LX | PC _64;

282 int use_errno = O;

284 I x_debug("\ nsenttl (%, %, %, Ox%)\n", sem d, setmmum cnd, ptr);
286 /*

287 * The final arg to senctl() is a pointer to a union. For some
288 * conmands we can hand that pointer directly to the kernel. For
289 * these commands, we need to extract an argument from the union
290 * before calling into the kernel.

291 */

292 if (opt == LX SETVAL || opt == LX SETALL || opt == LX_ GETALL ||
293 opt == LX_IPC SET || opt == LX_IPC STAT || opt == LX_SEM STAT ||
294 opt == LX_IPC_INFO || opt == LX SEM | NFO)

295 if (uucopy(ptr, &arg, sizeof (arg)))

296 return (-errno);

298 switch (opt)

299 case LX_GETVAL:

300 use_errno = 1;

301 rval = senctl (sem d, semmum GCETVAL, NULL);

302 br eak;

303 case LX_SETVAL:

304 if (arg.val > LX_SEMWMX) {

305 rval = - ERANGE;

306 break;

307

308 use_errno = 1;

309 rval = senttl (sem d, semmum SETVAL, arg.val);

310 br eak;

311 case LX_GETPID:

312 use_errno = 1;

313 rval = senttl (sem d, semmum GETPI D, NULL);

314 br eak;

315 case LX_GETNCNT:

316 use_errno = 1;

317 rval = senttl (sem d, semmum GETNCNT, NULL);

318 br eak;

319 case LX_GETZCNT:

320 use_errno = 1;

321 rval = senttl (sem d, semmum GETZCNT, NULL);

322 br eak;

323 case LX GETALL:

324 use_errno = 1;
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325 rval = senttl (sem d, semmum GCETALL, arg.sens);
326 br eak;

327 case LX_SETALL:

328 rval = Ix_senctl _setall(senid, &arg);

329 br eak;

330 case LX_|PC_RM D

331 use_errno = 1;

332 rval = senttl (sem d, sermum |PC_RM D, NULL);
338 br eak;

334 case LX_SEM STAT:

335 rval = | x_senctl _senstat(sem d, arg.sends);
336 br eak;

337 case LX_| PC_STAT:

338 rval = | x_senct| _i pcstat(senm d, arg.sends);
339 br eak;

341 case LX_| PC_SET:

342 rval = | x_senct| _i pcset(senid, arg.sends);
343 br eak;

345 case LX_ | PC | NFO

346 case LX_SEM | NFO

347 rval = | x_senct! _i pci nfo(arg. sends) ;

348 br eak;

350 defaul t:

351 rval = -ElI NVAL;

352 }

354 if (use_errno == 1 & rval < 0)

355 return (-errno);

356 return (rval);

357 }

359 /*

360 * msg operations.

361 */

362 static int

363 | x_msgget (key_t key, int flag)

364 {

365 int sol_flag;

366 int r;

368 | x_debug("\tl x_msgget (%, %l)\n", key, flag);
370 sol _flag = flag & S_I AVB;

371 if (flag & LX | PC_CREAT)

372 sol _flag | = | PC_CREAT,;
373 if (flag & LX_| PC_EXCL)

374 sol _flag | = | PC_EXCL;
376 r = megget (key, sol _flag);

377 return (r <0 ? -errno : r);
378 }

380 static int
381 | x_msgsnd(int id, struct nsgbuf *buf, size_t sz, int flag)

382 {

383 int sol_flag = O;

384 int r;

386 | x_debug("\tl x_nmsgsnd( %, Ox%, %, %)\n", id, buf,
388 if (flag & LX_| PC_NOWAI T)

389 sol _fTag [= | PC_NOMIT;

sz,

flag);
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391 if (((ssize_t)sz <0) || (sz > LX_MSGVAX)) 457 /* Linux only uses the bottom9 bits */
392 return (-EINVAL); 458 msgi ds. msg_perm node = sol _nsgi ds. msg_perm node & S_| AVB;
394 r = megsnd(id, buf, sz, sol_flag); 460 negi ds. neg_stine = sol _nsgi ds. meg_sti nme;
395 return (r <0 ? -errno : r); 461 negi ds. nsg_rtine = sol _nsgi ds. meg_rtime;
396 } 462 msgi ds. msg_ctime = sol _nsgi ds. nsg_cti ne;
463 nmsgi ds. nsg_gbyt es = sol _nsgi ds. nsg_qbyt es;
398 static int 464 negi ds. neg_cbhytes = sol _nsgi ds. msg_cbyt es;
399 I x_msgrev(int id, struct nsgbuf *buf, size_t sz, int flag) 465 negi ds. nsg_gnum = sol _nsgi ds. nsg_gnum
400 { 466 msgi ds. msg_| spi d = sol _nsgi ds. nsg_| spi d;
401 int sol _flag = 0; 467 msgi ds. msg_l rpi d = sol _nsgi ds. nsg_|I r pi d;
402 struct {
403 voi d *nmsgp; 469 if (uucopy(&nrsgids, buf, sizeof (nsgids)))
404 | ong nsgtype; 470 return (- errno)
405 } args;
406 int r; 472 return (0);
473 }
408 /*
409 * Rather than passing 5 args into ipc(2) directly, glibc passes 4 475 static int
410 * args and uses the buf argunent to point to a structure 476 | x_mnsgct!| _i pci nfo(int cnd, void *buf)
411 * containing two args: a pointer to the message and the nessage 477 {
412 * type. 478 struct | x_nsginfo m
413 */ 479 rctl bl k_t *rblk;
414 if (uucopy(buf, &args, sizeof (args))) 480 int idbuf, rbl ksz, negseg, NBXMBQS;
415 return (-errno); 481 uint_t ni ds;
482 int rval;
417 | x_debug("\tlx_msgrcv(%l, Ox%, %, %, %d, %)\n",
418 id, args.nsgp, sz, args.nmsgtype, flag); 484 rblksz = rctl bl k_size();
485 if ((rblk = (rctTblk_t *)SAFE ALLOCA(r bl ksz)) == NULL)
420 /* 486 return (- ENOVEM ;
421 * Check for a negative sz paraneter.
422 * 488 bzero(&m si zeof (m);
423 * Unli ke msgsnd(2), the Linux nman page does not specify that 489 if ((mnsgmi = get_rctlval (rblk, "project.mx-nsg-ids")) < 0)
424 * megrcv(2) should return EINVAL if (sz > MSGVAX), only if (sz < 0). 490 return (mnsgmi);
425 */ 491 if ((mmsgmb = get_rctl val (rblk, "process. max-nmsg-gbytes")) < 0)
426 if ((ssize_t)sz < 0) 492 return (m nmsgmb);
427 return (-EINVAL);
494 if (cmd == LX_IPC_INFO {
429 if (flag & LX_MSG_NOERROR) 495 if ((maxmsgs = get_rctlval (rblk,
430 sol _fTag [= MSG_NOERROR; 496 "process. max- nsg- nessages”)) < 0)
431 if (flag & LX_| PC_NOMIT) 497 return (nmaxmsgs);
432 sol _fTag [= | PC_NOWAIT; 498 m nsgt gl = maxnegs * m nsgmi ;
499 m msgmap = m nmsgmb;
434 r = megrcv(id, args.nmsgp, sz, args.nsgtype, sol _flag); 500 m megpool = m nmsgmax * m nsgmb;
435 return (r <0 ? -errno : r); 501 rval = 0;
436 } 502 } else {
503 if (msgids(& dbuf, 0, &nids) < 0)
438 static int 504 return (-errno);
439 I{x_msgctl_i pcstat (int msgid, void *buf) 505 m nsgpool = nids;
440
441 struct | x_nsqi d_ds nsgi ds; 507 1=
442 struct nsqi d_ds sol _nsgids; 508 * For these fields, we can't even cone up with a good fake
443 int r; 509 * approximation. These are |listed as 'obsolete’ or
510 * "unused’ in the header files, so hopefully nobody is
445 r = megct!l (nmsgid, | PC_STAT, &sol _nsgids); 511 * relying on them anyway.
446 if (r <0) 512 */
447 return (-errno); 513 m nmegt gl = | NT_MAX;
514 m nmsgmap = INT MAX;
449 bzer o( &sgi ds, sizeof (nsgids)); 515 rval = nids
450 msgi ds. msg_perm key = sol _nsgi ds. nsg_per m key; 516 }
451 msgi ds. nsg_perm seq = sol _nsgi ds. nsg_per m seq;
452 nmsgi ds. nsg_perm ui d = sol _nsgi ds. nsg_per m ui d; 518 7%
453 negi ds. neg_perm gi d = sol _nsgi ds. neg_per m gi d; 519 * We don’t have corresponding rctls for these fields. The values
454 msgi ds. msg_perm cui d = sol _nsgi ds. nsg_per m cui d; 520 * are taken fromthe fornulas used to derive the defaults |isted
455 msgi ds. msg_perm cgi d = sol _nsgi ds. nsg_per m cgi d; 521 * in the Linux header file. W’re lying, but trying to be
522 * coherent about it.
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523 */

524 m msgmax = m nsgmb;

525 m negssz = 16;

526 nsgseg = (m nmsgpool * 1024) / m negssz;

527 m nmsgseg = (nmsgseg > Oxffff) ? Oxffff nsgseg;
529 if (uucopy(&m buf, sizeof (m))

530 return (-errno);

531 return (rval);

532 }

534 static int

535 | x_msgct| _i pcset (int nmsgid, void *buf)

536 {

537 struct |x_nsqid_ds nsgids;

538 struct nsqi d_ds sol _nsgids;

539 int r;

541 if (uucopy(buf, &mrsgids, sizeof (nsgids)))
542 return (-errno);

544 bzero(&sol _nsgi ds, sizeof (sol_nsgids));
545 sol _nsgi ds. nsg_permuid = LX U D16_TO U D32(nsgi ds. nsg_per m ui
546 sol _nmsgi ds. nsg_permgid = LX U D16_TO U D32( nsgi ds. nsg_per m gi
548 /* Linux only uses the bottom9 bits */
549 sol _nmsgi ds. nsg_per m node = nsgi ds. neg_perm node & S_| AVB;
550 sol _nsgi ds. nsg_qbyt es = nsgi ds. neg_gbyt es;
552 r = megctl (nmsgid, | PC_SET, &sol _nsgids);
553 return (r <0 ? -errno : r);

554 }

556 static int

557 | x_msgct| _nmsgstat (int slot, void *buf)

558 {

559 int r, nmegid;

561 | x_debug(" msgstat (%, Ox%)\n", slot, buf);
563 megid = slot_to_id(SLOT_MSG slot);

565 if (megid < 0)

566 return (nsgid);

568 r = | x_nsgctl _i pcstat(nsgid, buf);

569 return (r <0 ?r nsgi d);

570 }

572 [ *

573 * Split off the various nsgctl’s here

574 */

575 static int

576 | x_msgctl (int megid, int cnd, void *buf)

577 {

578 int r;

580 I x_debug("\tlx_nsgctl (%, %, Ox%p)\n", nsgid, cnd, buf);
581 switch (cmd & ~LX_ | PC_64) {

582 case LX_|IPC_RM D

583 r = megctl (msgid, |PC_RM D, NULL);
584 if (r <0)

585 r = -errno;

586 br eak;

587 case LX | PC SET:

588 r = I x_nsgctl _i pcset (nmsgid, buf);

dy;
d);
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589 br eak;

590 case LX_ | PC STAT:

591 r = | x_msgctl _i pcstat (nsgid, buf);
592 br eak;

593 case LX_MSG _STAT:

594 r = | x_msgctl _nsgst at (nsgi d, buf);
595 br eak;

597 case LX_ | PC | NFO

598 case LX_MSG_ | NFO

599 r = | x_msgct!l _i pci nfo(cnd, buf);
600 br eak;

602 defaul t:

603 r = - El NVAL;

604 br eak;

605 }

607 return (r);

608 }

610 /*

611 * shmrel ated operations.

612 */

613 static int

614 | x_shnget (key_t key, size_t size, int flag)

615 {

616 int sol_flag;

617 int r;

619 I x_debug("\tl x_shnget (%, %, %l)\n", key, size, flag);
621 sol _flag = flag & S_| AVB;

622 if (flag & LX | PC_CREAT)

623 sol _flag | = | PC_CREAT,;

624 if (flag & LX | PC_EXCL

625 sol _flag | = | PC_EXCL;

627 r = shnget (key, size, sol _flag);

628 return (r <0 ? -errno : r);

629 }

631 static int

632 | x_shmat (int shmd, void *addr, int flags, void **rval)
633

634 int sol _flags;

635 void *ptr;

637 I x_debug("\tlx_shmat (%, O0x%, %, 0%)\n", shmd, addr,
639 sol _flags = O;

640 if (flags & LX SHV RDONLY)

641 sol _flags | = SHM RDONLY;

642 if (flags & LX SHV RND)

643 sol _flags | = SHM RND;

644 if ((flags & LX SHV REMAP) && (addr == NULL))
645 return (-EINVAL);

647 ptr = shmat(shnmid, addr, sol _flags);

648 1f (ptr == (void *)-1)

649 return (-errno);

650 if (uucopy(&ptr, rval, sizeof (ptr)) !'=0)
651 return (-errno);

653 return (0);

654 }

flags);

10



new usr/src/lib/brand/ Il x/1x_brand/ common/sysv_ipc. c

656
657
658
659
660
661

663
664
665

667
668
669
670
671

673
674
675
676
677
678
679
680
681

683
684

686
687

689
690

692
693

695
696

698
699
700
701
702
703
704
705
706
707
708
709
710
711
712
713
714

716
717

719
720

static int
I x_shnct! _i pci nfo(void *buf)
{
struct | x_shmnfo s;
rctlblk_t *rblk;
int rblksz;

rblksz = rctl bl k_size();
if ((rblk = (rctThlk_t *)SAFE ALLOCA(r bl ksz)) == NULL)
return (- ENOVEM ;

bzero( &s, 5|zeof (s));

if ((s.shmmi = get rctlval(rblk
return (s.shmmi);

if ((s.shmmax = get_rctlval(rbl k,
return (s.shmmax);

"proj ect. max-shmids")) < 0)

"project. max-shm nenory")) < 0)

/*
* W don’t have corresponding rctls for these fields. The val ues
* are taken fromthe fornulas used to derive the defaults listed
* in the Linux header file. W’re lying, but trying to be
* coherent about it.
*
/
s.shmmin = 1;
s.shnmseg = | NT_MAX;
s.shmal | = s. shmmx | get pagesi ze();

if (uucopy(&s, buf, sizeof (s)))
return (- errno)

return (0);

}

static int
I x_shnctl _ipcstat(int shmd, void *buf)

struct | x_shm d_ds shnds;
struct shm d_ds sol _shnds;

if (shnctl (shmid, | PC_STAT, &sol _shnds) != 0)
return (-errno);

bzer o(&shnds, sizeof (shnds));

shnds. shm perm key = sol _shnds. shm per m key;
shnmds. shm perm seq = sol _shnmds. shm per m seq;
shmds. shm perm uid = sol _shnds. shm per m ui d;
shnmds. shm perm gi d sol _shnds. shm perm gi d;
shnds. shm perm cui d sol _shnds. shm per m cui d;
shnds. shm perm cgi d sol _shnds. shm perm cgi d;
shnds. shm perm node = sol _shnds. shm perm node & S_| AVB;
if (sol _shmds. shm|kecnt > 0)

shmds. shm perm node | = LX_SHM LOCKED,

shnds. shm segsz = sol _shnds. shm segsz;
shnds. shm atime = sol _shnds. shm ati ne;
shnds. shm dti ne sol _shnds. shm dti ne;

shnds. shm cti ne sol _shnds. shm cti ne;

shmds. shm cpi d = sol _shnds. shm cpi d;

shnds. shm | pid = sol _shnds. shm | pi d;
shnds. shm nattch = (ushort _t)sol shnds.shm_nattch;

if (uucopy(&shnds, buf,
return (-errno);

si zeof (shnds)))

return (0);

}

11
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722 static int
723 | x_shnttl _i pcset (int shmd, void *buf)

724 {

725 struct | x_shm d_ds shnds;

726 struct shm d_ds sol _shnds;

727 int r;

729 if (uucopy(buf, &hmds, sizeof (shnds)))

730 return (- errno)

732 bzero(&sol _shnds, sizeof (sol_shnds));

733 sol _shrmds. shm perm ui d = shmds. shm per m ui d;
734 sol _shnds. shm perm gid = shnds. shm perm gi d;
735 sol _shnds. shm per m node = shnds. shm perm nbde & S | AVB;
737 r = shnctl (shm’ d, | PC_SET, &sol _shnds);

738 return (r <0 ? -errno : r);

739 }

741 | *

742 * Build and return a shminfo structure. We only return the bare

743 * essentials required by ipcs.
744 * avail able.

745 */

746 static int

747 | x_shret!| _shm nfo(void *buf)

748 {

749 struct | x_shm.info shminfo;

750 uint_t nids;

751 int idbuf;

753 bzer o(&shm nfo, sizeof (shmnfo));
755 if (shmds(& dbuf, 0, &nids) < 0)
756 return (-errno);

758 shm nf 0. used_i ds = nids;

759 if (uucopy(&shm nfo, buf, sizeof (shmninf
760 return (-errno);

762 return (nids);

763 }

765 static int

766 | x_shnttl _shnstat (int slot, void *buf)

767 {

768 int r, shmd;

770 | x_debug("shnctl _shnstat (%, Ox%)\n", slot,
771 shmd = slot_to_id(SLOT_SHM slot);

772 if (shmd < 0)

773 return (shmd);

775 r = | x_shntt!l _i pcst at(shm d buf ) ;

776 return(r <0 ?r : shnid

777 }

779 static int

780 | x_shret! (int shmid, int cnd, void *buf)

781 {

782 int r;

783 int use_errno = 0;

785 | x_debug("\tl x_shnectl (%, %, Ox%)\n", shnid,
786 switch (cnd & ~LX_ | PC 64) {

The rest of the info is not

0)) '=0)

buf);

cnd,

readily

buf) ;

12
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787 case LX_| PC_RM D 853 br eak;
788 use_errno = 1; 854 case LX_MSGRCV:
789 r = shnectl (shmid, |PC_RMD, NULL); 855 r = Ix_msgrev((int)argl, bufptr, (size_t)arg2, (int)arg3);
790 br eak; 856 br eak;
857 case LX_MSCCTL:
792 case LX_| PC_SET: 858 r = Ix_msgctl ((int)argl, (int)arg2, bufptr);
793 r = I x_shnttl _i pcset (shmi d, buf); 859 br eak;
794 br eak; 860 case LX_SEMCTL:
861 r = I x_senctl ((int)argl, (size_t)arg2, (int)arg3, bufptr);
796 case LX_| PC_STAT: 862 br eak;
797 r = I x_shnetl _i pcstat (shmid, buf); 863 case LX_SEMOP:
798 br eak; 864 /*
865 * 'struct sermbuf’ is the sane on Linux and Solaris, so we
800 case LX_I PC_I NFO 866 * pass bufptr straight through.
801 r = | x_shnetl _i pci nfo(buf); 867 */
802 br eak; 868 r = I x_senop((int)argl, bufptr, (size_t)arg2);
869 br eak;
804 case LX_SHM LOCK: 870 case LX_SEMCET:
805 use_errno = 1; 871 r = I x_senget((int)argl, (size_t)arg2, (int)arg3);
806 r = shnetl (shmid, SHM LOCK, NULL); 872 br eak;
807 br eak; 873 case LX_SHVAT:
874 r = I x_shmat((int)argl, bufptr, (size_t)arg2, (void *)arg3);
809 case LX_SHM UNLOCK: 875 br eak;
810 use_errno = 1; 876 case LX_SHWDT:
811 r = shnetl (shmid, SHM UNLOCK, NULL); 877 r = shmdt (bufptr);
812 br eak; 878 if (r <0)
879 r = -errno;
814 case LX_SHM | NFO 880 br eak;
815 r = | x_shnttl _shm nf o(buf); 881 case LX_SHMCET:
816 br eak; 882 r = I x_shnget ((int)argl, (size_t)arg2, (int)arg3);
883 br eak;
818 case LX_SHM STAT: 884 case LX_SHMCTL:
819 r = | x_shnttl _shnstat (shm d, buf); 885 r = Ix_shnetl ((int)argl, (int)arg2, bufptr);
820 br eak; 886 br eak;
821 defaul t:
822 r = - El NVAL; 888 defaul t:
823 br eak; 889 r = -ElNVAL;
824 } 890 }
826 if (use_errno == 1 &&r < 0) 892 return (r);
827 return (-errno); 893 }
894 #endif /* | codereview */
829 return (r);
830 }
832 /*
833 * Under Linux, glibc funnels all of the sysv IPC operations into this
834 * single ipc(2) systemcall. W need to blowthat up and filter the
835 * remmants into the proper Solaris systemcalls.
836 */
837 int
838 | x_ipc(uintptr_t cnd, uintptr_t argl, uintptr_t arg2, uintptr_t arg3,
839 uintptr_t arg4)
840 {
841 int r;
842 void *bufptr = (void *)arg4;
844 I x_debug("l x_i pc(%, %, %, %, Ox%, %)\n",
845 cnd, argl, arg2, arg3, bufptr, arg4);
847 switch (cnd) {
848 case LX_MSGCET:
849 r = | x_msgget ((key_t)argl, (int)arg2);
850 br eak;
851 case LX_MSGSND:

852 r = I x_msgsnd((int)argl, bufptr, (size_t)arg2, (int)arg3);
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.

7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END

*/

22 /| *

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #pragma ident " VLYW N % %% SM "

29 #include <errno. h>

30 #include <tine.h>

31 #include <string. h>

32 #include <strings. h>

33 #include <sys/tines. h>

34 #include <sys/l|x_syscall.h>
35 #include <sys/Ix_m sc. h>

37 /*

38 * tinme() - This cannot be passthrough because on Linux a bad buffer wll

39 * set errno to EFAULT, and on Solaris the failure node is docunented
40 * as "undefined."

41 *

42 = (At present, Solaris’ time(2) will segnentation fault, as the call
43 * is S|nplyaI|bc wrapper atop the tine() syscall that wll

44 = dereference the passed pointer if it is non-zero.)

45 */

46 int

47 | x_time(uintptr_t pl)

48 {

49 time_t ret = time((time_t *)0);

51 if ((ret == (time_t)-1) ||

52 ((pl 1= 0) & (uucopy(&ret, (time_t *)pl, sizeof (ret)) !=10)))
53 return (-errno);

55 return (ret);

56 }

58 /*

59 * tinmes() - The Linux inplenentation avoids witing to NULL, while Solaris
60 * returns EFAULT.
61 */
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62 int

63 I x_tinmes(uintptr_t pl)

64 {

65 clock_t ret;

66 struct tms buf, *tp = (struct tns *)pl;

68 ret = tinmes(&buf);

70 if ((ret == -1) ||

71 ((tp !'= NULL) && uucopy((void *)&buf, tp, sizeof (buf)) != 0))
72 return (-errno);

74 return ((ret == -1) ? -errno : ret);

75 }

77 1*

78 * setitimer() - the Linux inplenentation can handl e tv_usec val ues greater
79 * than 1, 000,000 where Solaris would return El NVAL.

80 *

81 * There’s still an issue here where Linux can handle a

82 * tv_sec value greater than 100, 000,000 but Sol aris cannot,
83 * but that would al so nmean setting an interval tiner to fire
84 * over _three years_ in the future so it’s unlikely anything
85 * other than Linux test suites will trip over it.

86 */

87 int

88 | x_setitiner(uintptr_t pl, uintptr_t p2, uintptr_t p3)

89 {

90 struct itimerval itv

91 struct itinmerval *itp = (struct itinerval *)p2;

93 if (itp !'= NULL)

94 if (uucopy(ltp, & tv, sizeof (itv)) !=0)

95 return (-errno);

97 /*

98 * Adjust any tv_usec fields >= 1,000,000 by addi ng any whol e
99 * seconds so indicated to tv_sec and |eaving tv_usec as the
100 * renai nder.

101 */

102 if (itv.it_interval.tv_usec >= M CROSEC) {

103 itv.it_interval.tv_sec +=

104 itv.it_interval.tv_usec / M CROSEC;

106 itv.it_interval.tv_usec % M CROSEC,

107 }

108 if (itv.it_value.tv_usec >= M CROSEC) {

109 itv.it_value.tv_sec +=

110 itv.it_value.tv_usec / M CROSEC

112 itv.it_value.tv_usec % M CROSEC,

113 }

115 itp = &tv;

116 }

118 return ((setitimer((int)pl, itp, (struct itinerval *)p3) !=0) ?
119 -errno : 0);

120 }

122 /*

123 * NOTE: The Linux nman pages state this structure is obsolete and is

124 * unsupported, so it is declared here for sizing purposes only.

125 */

126 struct |x_timezone {

127 int tz_m nuteswest; /* mnutes Wof G eenw ch */
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128 int tz_dsttinme; /* type of dst correction */

129 };

131 /*

132 * Ix_gettinmeofday() and | x_setti meofday() are inplenmented here rather than
133 * as pass-through calls to Solaris’ libc due to the need to return EFAULT
134 * for a bad buffer rather than die with a segmentation fault.

135 */

136 int

137 | x_getti meofday(uintptr_t pl, uintptr_t p2)

138 {

139 struct tineval tv;

140 struct |x_tinmezone tz;

142 bzero(& z, sizeof (tz));

143 (void) gettineofday(& v, NULL);

145 if ((pl!= NULL) &&

146 (uucopy(& v, (struct timeval *)pl, sizeof (tv)) < 0))

147 return (-errno);

149 /*

150 * The Linux man page states use of the second paranmeter is obsolete,
151 * but gettineofday(2) should still return EFAULT if it is set
152 * to a bad non-NULL pointer (sigh...)

153 */

154 if ((p2 !'= NULL) &&

155 (uucopy(& z, (struct |Ix_timezone *)p2, sizeof (tz)) < 0))
156 return (-errno);

158 return (0);

159 }

161 int

162 | x_setti meofday(uintptr_t pl, uintptr_t p2)

163 {

164 struct tineval tv;

165 struct |x_tinmezone tz;

167 if ((pl!= NULL) &&

168 (uucopy((struct tinmeval *)pl, &v, sizeof (tv)) < 0))

169 return (-errno);

171 /*

172 * The Linux man page states use of the second paranmeter is obsolete,
173 * but settineofday(2) should still return EFAULT if it is set
174 * to a bad non-NULL pointer (sigh...)

175 */

176 if ((p2 !'= NULL) &&

177 (uucopy((struct Ix_tinezone *)p2, &z, sizeof (tz)) < 0))
178 return (-errno);

180 if ((pl != NULL) && (settinmeofday(& v, NULL) < 0))

181 return (-errno);

183 return (0);

184 }

185 #endi f

/* 1 codereview */
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1/*

2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
*/

22 /*

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #pragne ident " %Y % % %EY% SM "

29 #include <errno. h>

30 #include <unistd. h>

31 #include <sys/l|x_types. h>

32 #include <sys/Ix_m sc. h>

34/

w
(o2}
L

| ayered on those interfaces.
/
_truncate(uintptr_t path, uintptr_t |ength)

return (truncate((const char *)path, (off_t)length) == 0 ? 0 :

_ftruncate(uintptr_t fd, uintptr_t length)

return (ftruncate((int)fd, (off_t)length) == 0 ? 0 : -errno);

_truncate64(uintptr_t path, uintptr_t length_lo, uintptr_t I|ength_hi)

54 return (truncate64((const char *)path,
55 LX 32TC64(1 ength_lo, length_hi)) == 0 ? 0 : -errno);

_ftruncate64(uintptr_t fd, uintptr_t length_lo, uintptr_t |ength_hi)
61 return (ftruncate64((int)fd,

On Solaris, truncate() and ftruncate() are inplenented in |ibc, so these are

new usr/src/lib/brand/ |l x/|x_brand/ common/truncate.c

62 LX_32TO64(1 ength_lo, length_hi)) == 0 ? 0 :

63
64 #endif /* | codereview */

-errno);
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LR R R R EEEEEREREREREEEEEEEEEEEEEEEEREEEREREREEEEEEEEEESES] 62 * no Q_O\‘E THREAD - -
7834 Tue Jan 14 16:17:06 2014 63 * CLONE_THREAD X -
new usr/src/lib/brand/|lx/|x_brand/ cormon/wait.c 64 *
Bring back LX zones. 65 * The CLONE_DETACHED flag is universal - when the child exits, no state is
LEEE SRR EE SRR EEEEEEEEEEE R EREEEEEEEEEEEEEEEEEEEREEEEEEEEEESE] 66 * Stored and V\alt() haS no effect
1/* 67 *
2 * CDDL HEADER START 68 * XXX Support the above conbination of options, or some reasonable subset that
3 * 69 * covers at least fork() and pthread_create().
4 * The contents of this file are subject to the terms of the 70 */
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License. 72 #include <errno. h>
7 % 73 #include <sys/wait.h>
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE 74 #include <sys/|x_types. h>
9 * or http://ww. opensol aris.org/os/licensing. 75 #include <sys/|x_signal.h>
10 * See the License for the specific |anguage governi ng perm ssions 76 #include <sys/|x_m sc. h>
11 * and limtations under the License. 77 #include <sys/|x_syscall.h>
12 * 78 #include <sys/tines. h>
13 * When distributing Covered Code, include this CDDL HEADER i n each 79 #include <strings. h>
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE. 80 #i nclude <unistd. h>
15 * |f applicable, add the followi ng bel ow this CDDL HEADER, wth the 81 #include <assert.h>
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner] 83 /*
18 * 84 * Convert between Linux options and Solaris options, returning -1 if any
19 * CDDL HEADER END 85 * invalid flags are found.
20 */ 86 */
87 #define LX_WNOHANG 0x1
22 /* 88 #define LX_WINTRACED 0x2
23 * Copyright 2007 Sun Mcrosystens, Inc. Al rights reserved.
24 * Use is subject to license terns. 90 #define LX_WNOTHREAD 0x20000000
25 */ 91 #define LX_WALL 0x40000000
92 #define LX_WCLONE 0x80000000
27 #pragne ident " VYR % Yo %E% SM "
94 #define LX_P_ALL 0x0
29 /* 95 #define LX_P_PID 0x1
30 * wait() family of functions. 96 #define LX_ P_AD 0x2
31 *
32 * The first minor difference between the Linux and Solaris famly of wait() 98 static int
33 * calls is that the values for WNOHANG and WUNTRACED are different. Solaris 99 I tos_options(uintptr_t options)
34 * also has additional options (WCONTI NUED, VWNOWAI T) whi ch shoul d be flagged as 100 {
35 * invalid on Linux. Thankfully, the exit status values are identical between 101 int newoptions = 0;
36 * the two inplenentations.
37 * 103 if (((opt ions) & ~(LX_WNOHANG | LX_WUNTRACED | LX WNOTHREAD |
38 * Things get very different and very conplicated when we introduce the Linux 104 CWALL | LX WCLONE)) !'= 0) {
39 * threading nodel. Under |inux, both threads and child processes are 105 return (-1);
40 * represented as processes. However, the behavior of wait() with respect to 106 }
41 * each child varies according to the flags given to clone() 107 [* XXX i npl enent LX _WNOTHREAD, LX WALL, LX_WCLONE */
42 *
43 * S| GCHLD The SI GCHLD signal should be sent on term nation 109 if (options & LX|
44 * CLONE_THREAD The child shares the same thread group as the parent 110 newopt i ons | = NOHAI
45 = CLONE_DETACHED The parent receives no notification when the child exits 111 if (options & LX WINTRACED)
46 = 112 newopt i ons | = WUNTRACED;
47 * The following flags control the Linux behavior wr.t. the above attributes:
48 * 114 return (newoptions);
49 * __WALL Wait on all children, regardl ess of type 115 }
50 * __WCLONE Wait only on non-SIGCHLD chil dren
51 * __WNOTHREAD Don’t wait on children of other threads in this group 117 static int
52 * 118 I x_wstat (int code, int status)
53 * The follow ng chart shows whether wait() returns when the child exits: 119 {
54 * 120 int stat = 0;
55 * def aul t __ WCLONE _ WALL
56 * no Sl GCHLD - X X 122 switch (code) {
57 * SI GCHLD X = X 123 case CLD_EXI TED:
58 * 124 stat = status << §;
59 * The following chart shows whether wait() returns when the grandchild exits: 125 br eak;
60 * 126 case CLD DUMPED:
61 * def aul t __WNOTHREAD 127 stat = stol _signo[status];




128
129
130
131
132
133
134
135
136
137
138

case

case
case
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assert(stat != -1);
stat | = WCOREFLG
br eak;

CLD_KI LLED:
stat = stol _signo[status];
assert(stat != -1);
br eak;

CLD_TRAPPED:

CLD_STOPPED:
stat = stol _signo[status];
assert(stat = -1);

139
140
141
142
143
144
145

147
148

}

case

}

retu

stat <<= 8;
stat | = WBTOPFLG
br eak;

CLD_ O(]\ITI NUED:
st at WCONTFLG
br eak;

rn (stat);

150 /* wrapper to make solaris waitid work properly with ptrace */
151 static int
I x_waitid_hel per(idtype_t idtype, id_t id, siginfo_t *info, int options)

152
153
154
155
156
157
158
159
160
161
162

164
165
166
167

do {

} wh
r

etu

_wai t4(uin

si gi
stru
idty
id_t

int
pid
i nt

if(

/*
* |t's possible that we return EINVAL here if the idtype is
* PPIDor P.PA@Dand idis out of bounds for a valid pid or
* pgid, but Linux expects to see ECHI LD. No good way occurs to
* handle this so we’'ll punt for now
*
/
if (waitid(idtype, id, info, options) < 0)
return (-errno);
*
* |f the WNOHANG fl ag was specified and no child was found
* return 0.
*/
if ((options & WNOHANG) && info->si_pid == 0)
return (0);
/*
* |t's possible that we may have a spurious return for one of
* the child processes created by the ptrace subsystem |f
* that's the case, we sinply try again.
*
ile (Ix_ptrace_wait(info) == -1);
rn (0);
tptr_t pl, uintptr_t p2, uintptr_t p3, uintptr_t p4)

nfo_t info ={ 0 };
ct rusage ru = { 0 };
pe_t idtype;

id;

options, status = O;

_t pid = (pid_t)pl

rval ;

(options = |tos 0pt|ons(p3)) = -1)
return (-EINVAL);
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194 /*

195 * Wiile not listed as a valid return code, Linux' s wait4(2) does,
196 * in fact, get an EFAULT if either the status pointer or rusage
197 * pointer is invalid. Since a failed waitpid should | eave child
198 * process in a state where a future wait4(2) will succeed, we
199 * check them by copying out the values their buffers originally
200 * contained. (We need to do this as a failed systemcall should
201 * never affect the contents of a passed buffer.)

202 *

203 * This will fail if the buffers in question are wite-only.

204 */

205 if ((void *)p2 = NULL &&

206 ((uucopy((void *)p2, &status, sizeof (status)) != 0) ||

207 (uucopy(&status, (void *)p2, sizeof (status)) != 0)))

208 return (-EFAULT);

210 if ((void *)p4 1= NULL) {

211 if ((uucopy((void *)p4, &u, sizeof (ru)) !'=0) ||

212 (uucopy(&ru (void *)p4, sizeof (ru)) !'=0))

213 return (-EFAULT);

214 }

216 if (pid < -1)

217 idtype = P_PGA D

218 id=-pid;

219 } else if (pid==-1) {

220 idtype = P_ALL;

221 id=0;

222 } else if (pid == 0) {

223 idtype = P_PGA D

224 id = getpgrp();

225 } else {

226 idtype = P_PID;

227 id = pid;

228 }

230 options | = WEXI TED | WIRAPPED,

232 if ((rval = Ix_waitid_helper(idtype, id, & nfo, options)) < 0)

233 return (rval);

234 /*

235 * |f the WNOHANG fl ag was specified and no child was found return O.
236 */

237 if ((options & WNOHANG) && info.si_pid == 0)

238 return (0);

240 status = I x_wstat (info.si_code, info.si_status);

242 /*

243 * Unfortunately if this attenpt to copy out either the status or the
244 * rusage fails, the process wll be in an inconsistent state as
245 * subsequent calls to wait for the same child will fail where they
246 * shoul d succeed on a Linux system This, however, is rather

247 * unlikely since we tested the validity of both above.

248 */

249 f (p2 !'= NULL && uucopy(&status, (void *)p2, sizeof (status)) != 0)
250 return (-EFAULT);

252 if (p4 '= NULL && (rval = |x_getrusage(LX RUSAGE_CHI LDREN, p4)) != 0)
253 return (rval);

255 return (info.si_pid);

256 }

258 int

259 | x_waitpid(uintptr_t pl, uintptr_t p2, uintptr_t p3)
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260 {

261 return (I x_wait4(pl, p2, p3, NULL));

262 }

264 int

265 | x_wai tid(uintptr_t idtype, uintptr_t id, uintptr_t infop,
266 {

267 int rval, options;

268 S|g|nfot S|nfop—{0}

269 if ((options = Itos_options(opt)) == -1)

270 return (-1);

271 switch (i dtype) {

272 case LX_P_ALL

273 |dtype = P_ALL;

274 br eak;

275 case LX_P_PID:

276 idtype = P_PID;

277 br eak;

278 case LX P 4 D

279 Tidtype = P_GD

280 br eak;

281 def aul t

282 return (-EINVAL);

283 }

284 if ((rval = 1Ix_waitid_helper(idtype, (id_t)id, &s_infop,
285 return (rval);

287 return (stol _siginfo(&_infop, (Ix_siginfo_t *)infop));
288

}
289 #endif /* ! codereview */

uintptr_t opt)

options)) < 0)
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1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

21 #

22 # Copyright 2006 Sun M crosystens, Inc. Al rights reserved.

23 # Use is subject to license terns.

24 #

25 # ident "9%&Z%4W6 % % %E% SM "

26 #

27 # lib/brand/ | x/i 386/ Makefile

29 | SASRCDI R=.
31 ASFLAGS += -P -D_ASM
33 include ../ Makefile.com

35 POFI LE= | x_br and. po
36 MSGFI LES= $( CSRCS)

38 ASSYMDEP_OBJS = | x_handl er. o
40 $( ASSYMDEP_OBJS: %pi cs/ % : assym h
42 OFFSETS = ../$(MACH)/of fsets.in

44 assym h: $( OFFSETS)
45 $( OFFSETS_CREATE) $( CTF_FLAGS) < $(OFFSETS) > $@

47 CLOBBERFI LES += assym h
49 install: all $(ROOTLIBS)

51 $(POFILE): $(MSGFI LES)
$( BUI LDPO. msgfi | es)

54 _nsg: $( MSGDOMAI NPOFI LE)

56 include $(SRC)/Makefile.nsg.targ
57 #endif /* | codereview */
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LEEE SRR EE SRR EEEEEEEEEEE R EREEEEEEEEEEEEEEEEEEEREEEEEEEEEESE] 66 #endlf /* | COdereVi ew */

1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.

7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE

9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng perm ssions

11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each

14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

15 * |f applicable, add the followi ng below this CODL HEADER, wth the

16 * fields enclosed by brackets "[]" replaced with your own identifying

17 * information: Portions Copyright [yyyy]l [nane of copyright owner]

18 *

19 * CDDL HEADER END

*/

22 /*

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #ident "%Z%4Wo6 % % %EY% SM "

29 #include <sys/asm|inkage. h>

31 #if defined(lint)

33 void
34 _start(void)
{

36 }
38 #el se [* lint */

40 /*

41 */C | anguage startup routine for the Ix brand shared library.

42 *

43 ENTRY_NP(_start)

44 pushl $0 / Build a stack frame. retpc = NULL
45 pushl $0 [ fp = NULL

46 nov| %esp, %ebp / first stack frane

48 /*

49 * Calculate the location of the envp array by adding the size of
50 * the argv array to the start of the argv array.

51 */

52 nmovl 8(%bp), %eax / argc in %eax

53 | eal 16( %ebp, Y%eax, 4), %dx / envp in %dx

54 and| $- 16, %sp

55 pushl Y%edx / push envp

56 | eal 12( %ebp) , Y%edx / conpute &argv|[O0]

57 pushl %edx / push argv

58 pushl Yeax / push argc

59 cal | I x_init

60 /*

61 * Ix_init will never return.
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.
7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *

19 * CDDL HEADER END

20 */

21 /*

22 * Copyright 2007 Sun Mcrosystens, Inc. All rights reserved.

23 * Use is subject to license terns.

24 */

26 #pragne ident " %YW % % %E% SM "

28 #include <sys/asm |inkage. h>
29 #include <sys/regset. h>

30 #include <sys/segnents. h>

31 #include <sys/syscall.h>

32 #include <sys/|x_brand. h>

34 #if defined(_ASM

35 #include <sys/I|x_signal.h>
36 #include <sys/l|x_syscall.h>
37 #endif [* _ASM */

39 #include "assym h"

41 #define PI C_SETUP(r) \
42 cal l of ; \
43 9: popl r; \
44 addl $ GLOBAL_OFFSET TABLE + [. - 9b], r

46 /*

47 * Each JWP nust occupy 16 bytes

48 */

49 #define JMP \

50 pushl $_CONST(. - Ix_handler_table); \

51 ] mp | x_handl er; \

52 .align 16;

54 #define JMP4 JMP; IMP; IMP; IMP

55 #define JMP16 JIMP4; JMP4; JNVP4; INP4

56 #define JMP64 JMP16; JMPl6; JMP16; JMP16
57 #define JMP256 JMP64; JMP64; JMP64; JMP64

59 /[ *

60 * Alternate junp table that turns on I x_traceflag before proceeding with

61 * the normal enul ation routine.
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62 */

63 #define TIMP \

64 pushl $_CONST(. - Ix_handler_trace_table); \
65 ] np | x_handl er _trace; \

66 .align 16;

68 #define TIMP4  TIMP, TIMP, TIMP, TIWP

69 #define TIMP16 TIMP4; TIMP4; TIMP4; TIMPA

70 #define TIMP64 TJIMP16; TIMP16; TJIMP16; TJIMPL6
71 #define TIMP256 TIMP64; TIMP64; TIMP64; TJIMP64

74 #if defined(lint)

76 #include <sys/types. h>

77 #include <sys/regset.h>

78 #include <sys/signal.h>

80 void

81 | x_handl er _t abl e(voi d)
{}

84 void
85 | x_handl er (voi d)
{}

88 /* ARGSUSED */

89 void

90 | x_setup_cl one(uintptr_t gs, void *retaddr, void *stk)
{}

93 /* ARGSUSED */

94 void

95 | x_sigdeliver(int sig, siginfo_t *sip, void *p, size_t stacksz
96 void (*stack_franme_builder)(void), void (*Ix_sighandler)(void)
97 uintptr_t gs)

98 {}

100 /* ARGSUSED */

101 void

102 | x_sigacthandler(int sig, siginfo_t *s, void *p)

103 {}

105 void

106 | x_sigreturn_tranp(void)

107 {}

109 void

110 I x_rt_sigreturn_tranp(void)

111 {}

113 /* ARGSUSED */

114 void

115 I x_sigreturn_tolibc(uintptr_t sp)

116 {}

118 #el se [* lint */

120 /*

121 * On entry to this table, %ax will hold the return address. The
122 * | ocation where we enter the table is a function of the system
123 * call nunber. The table needs the sanme alignment as the individual
124 * entries.

125 */

126 align 16

127 ENTRY_NP(| x_handl er _trace_t abl e)
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128
129
130

132
133
134
135
136

138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157

159
160
161
162

164
165
166
167
168
169
170
171
172
173
174

176
177
178
179
180
181
182
183

185
186
187
188
189
190
191
192
193

TIMP256
TIMP64
SET_SI ZE(| x_handl er _trace_t abl e)

.align 16

ENTRY_NP(| x_handl er _t abl e)
JMP256

JMP64

SET_SI ZE(| x_handl er _t abl e)

ENTRY_NP(| x_handl er _trace)

pushl o%esi

PI C_SETUP( %esi )

nmovl | x_tracefl ag@OT(%esi ), %esi

novl $1, (%esi)

popl %esi

/*

* Wiile we could just fall through to | x_handler(), we "tail-call" it

* instead to nake ourselves a little nore conprehensible to trace
* tools.
*/

jm | x_handl er
SET_SI ZE(| x_handl er _trace)

ALTENTRY( | x_handl er)
/*

* 9%bp isn't always going to be a frame pointer on Linux, but when
* it is, saving it here lets us have a coherent stack backtrace.

*

pushl %ebp

*

* Fill in alx_regs_t structure on the stack.

*/

subl $SI ZEOF_LX_REGS_ T, %esp

/*

* Save %bp and then fill it with what would be its usual value as
* the frane pointer. The value we save for %esp needs to be the
* stack pointer at the time of the interrupt so we need to skip the
* saved %ebp and (what will be) the return address.

*

nmovl %bp, LXR_EBP(%esp)

mov| %esp, Yeb

add| $_CONST(SI ZEOF_LX _REGS T), %bp

nov| %ebp, LXR _ESP(%esp)

addl $_CONST(_MUL(CPTRSI ZE, 2)), LXR_ESP(%esp)

nmovl $0, LXR_GS(%esp)

nmovw %s, LXR_GS(%esp)

nov| %di , LXR _EDI (%esp)

nmovl %esi, LXR_ESI (%esp)

nmovl %ebx, LXR_EBX(%esp)

nov| %dx, LXR _EDX(%esp)

nov| %ecx, LXR _ECX(%esp)

nmovl %ax, LXR_El P(%esp)

/*

* The kernel drops us into the middl e of one of the tables above
* that then pushes that table offset onto the stack, and calls into
* | x_handl er. That offset indicates the systemcall nunber while
* ogax holds the return address for the systemcall. W replace the
* value on the stack with the return address, and use the value to
* conpute the systemcall nunber by dividing by the table entry size.
*

/

xchgl CPTRSI ZE( %ebp) , %eax
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194
195

197
198
199
200
201

203
204
205
206
207
208

210
211
212
213
214
215

217
218
219
220

222
223
224
225
226
227
228
229
230
231
232

234

236
237
238
239

241
242
243
244
245
246
247
248
249

251
252
253
254
255
256
257
258
259

shrl $4, %eax

nmovl Y%eax, LXR_EAX(%esp)

/*

* Switch to the Solaris libc's %gs.

*/

movl $LWPGS_SEL, %ebx

mvw %x, Y%gs

/*

* Call Ix_enmul ate() whose only argunent is a pointer to the

* | x_regs_t structure we’'ve placed on the stack.
*/

pushl %esp
cal | | x_emul ate

/*
* We use this global synmbol to identify this return site when

* wal king the stack backtrace. It needs to remain imediately
* after the call to I x_enulate().
*

ALTENTRY( | x_enul at e_done)

/*

* Clean up the argunent to | x_enulate().
*/

addl $4, Y%esp

/*

* Restore the saved register state; we get %bp, %sp and %esp from
* the ordinary |locations rather than the saved state.
*/

nov| LXR_EDI (%esp), %edi

nov| LXR_ESI (%esp), %esi

nmovl LXR _EBX(%esp), %ebx
nmovl LXR EDX(%esp), %edx
nov| LXR_ECX(%esp), %ecx
nov| LXR_EAX( %esp), %eax
nmvw LXR _GS(%esp), %s

addl $SI ZEOF_LX _REGS T, %esp
nmovl %bp, %esp

popl %ebp

ret
SET_SI ZE(| x_handl er)

ENTRY_NP( | x_swap_gs)
Y%eax

push /* save the current eax value */

nov| Oxc(%esp), %eax /* 2nd paramis a pointer */

nmovw %s, (Yeax) /* use the pointer to save current gs */
nmovl Ox8(%esp), Yeax [* first parameter is the new gs value */
nmvw Y%ax, Y%gs /* switch to the new gs value */

pop Yeax /* restore eax */

ret

SET_SI ZE(| x_swap_gs)
ENTRY_NP(| x_set up_cl one)

xor | %bp, %ebp /* term nating stack */

popl Yedx /* eat the start_clone() return address */
popl %s /* Switch back to the Linux libc's %gs */
popl %edx /* Linux clone() return address */

popl %esp /* New stack pointer */

xor | %ax, %Yeax /* child returns 0 to SYS clone() */

j *oedx /* return to Linux app. */

J
SET_SI ZE(| x_set up_cl one)
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263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
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/*
* | x_sigdeliver(sig, siginfo_t *, ucontext_t *, stack_size,
* stack_build_routine, signal_handler, glibc_gs)
*
* This routine allocates stack space for the Linux signal stack,
* calls a routine to build the signal stack and then calls the Linux
* signal handler. This is witten in assenbly because of the way
* we need to directly manipulate the stack and pass the resulting
* stack to the signal handler with the Linux signal stack on top.
*
* When the Linux signal handler is called, the stack will |ook
* like this:
*
*
i | Linux signal frame built by Ix_stackbuilder() |
*
* | LX_SIGRT_MAG C |
*
* | %bp |
*
*/
ENTRY_NP(| x_si gdel i ver)
pushl %ebp
nov| %esp, %ebp
novl 16( %ebp), %edx pointer to Solaris ucontext_t */

289
290
291
292
293
294
295
296

298
299
300
301
302

304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325

pushl Y%edx
pushl $LX_SI GRT_MAG C

save ucontext _t ptr for later */
mar ker value for Ix_(rt)_sigreturn */

—~——
* ok *

create stack buffer */

push stack pointer */

push pointer to ucontext_t */

push pointer to siginfo_t */

push signal nunber */

| x_stackbuil der(sig, sip, ucp, sp) */
renove args from stack */

only low 16 bits are used */

subl 20( %ebp), %esp
pushl %esp

pushl %edx

pushl 12( %ebp)

pushl 8( %ebp)

cal | *24( %ebp)

add $16, Y%esp
nmovw 32(%bp), %s

~——————
* ok kR X Rk Ok

nmv 4( %ebp) , Yeax /* fetch old %bp from stack */
nmov 28(%bp), %edx /* get address of Linux handler */
nov %ax, %ebp /* restore old %bp */

*Uedx /* jnp to the Linux signal handler */

jmp ) _
SET_SI ZE(| x_si gdel i ver)

/
Due to the nature of signals, we need to be able to force the %gs
value to that used by Solaris by running any Sol ari s code.

This routine does that, then calls a Croutine that will save the
%s value at the time of the signal off into a thread-specific data
structure. Finally, we tranpoline to the libc code that would
normal Iy interpose itself before calling a signal handler.

The libc routine that calls user signal handlers ends with a
setcontext, so we would never return here even if we used a call
rather than a jnp.

%esi is used for the PIC as it is guaranteed by the 386 ABI to
survive the call to |x_sigsavegs. The downside is we nust also
preserve its value for our caller.

Not e that because | x_sigsavegs and |ibc_sigact handl er are externs,
they need to be dereferenced via the GOT

¥k ok ok ok ok % ok kb ok k% ok k k ok ok kb ¥

| MPORTANT: Because |ibc apparently gets upset if extra data is
left on its stack, this routine needs to be crafted
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326 * in assenbly so that the jnp to the libc interposer
327 * doesn’t |eave any cruft |ying around.

328 */

329 ENTRY_NP(| x_si gact handl er)

330 pushl Y%esi /* save %si */

331 pushl %S /* push the Linux %gs */

332 pushl $LWPGS_SEL

333 popl %s /* install the Solaris %gs */
335 PI C_SETUP( %esi )

336 nmovl | x_si gsavegs@OT( %esi ), %eax

337 cal | *ogax * save the Linux %gs */

338 nov| i bc_si gact handl er @OT(%esi ), %eax

339 add $4, Y%esp /* clear Linux %gs from stack */
340 popl %esi /* restore Y%esi */

341 jnmp *(%eax) /* jnp to libc's interposer */
342 SET_SI ZE(| x_si gact handl er)

344 /*

345 * Tranpoline code is called by the return at the end of a Linux

346 * signal handler to return control to the interrupted application
347 * via the Ix_sigreturn() or Ix_rt_sigreturn() syscalls.

348 *

349 * (Ix_sigreturn() is called for legacy signal handling, and

350 * | x_rt_sigreturn() is called for "new'-style signals.)

351 *

352 * These two routines nmust consist of the EXACT code sequences bel ow
353 * as gdb | ooks at the sequence of instructions a routine will return
354 */to determ ne whether it is in a signal handler or not.

355 *

356 ENTRY_NP( | x_si greturn_tranp)

357 popl Yeax

358 nov| $LX_SYS_sigreturn, %ax

359 int $0x80

360 SET_SI ZE(| x_si greturn_tranp)

362 ENTRY_NP(I x_rt _sigreturn_tranp)

363 nov| $LX_SYS rt_sigreturn, %ax

364 int $0x80

365 SET_SI ZE(| x_rt_si greturn_tranp)

367 /*

368 * Mani pul ate the stack in the way necessary for it to appear to |ibc
369 * that the signal handler it invoked via call_user_handler()

370 * returning.

371 */

372 ENTRY_NP(| x_si greturn_tolibc)

373 nmovl 4(%esp), Yesp /* set %esp to passed val ue */

374 popl %ebp /* restore proper %bp */

375 ret /* return to |ibc interposer */

376 SET_SI ZE(| x_si greturn_tolibc)

377 #endif /* Tint */
378 #endif /* | codereview */
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fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
*
*
*
*
*/

22 /*

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.

24 * Use is subject to license terns.

25 */

27 #ident "%Z%4Wo6 % % %EY% SM "

29 #include <sys/asm|inkage. h>

31 #if defined(lint)

33 /* ARGSUSED*/

34 void

35 | x_runexe(void *argv, int32_t entry)
{

37 }

39 #el se /* lint */

41 /*

42 * Set our stack pointer, clear the general registers,

43 * and junp to the brand linker's entry point.

44 */

45 ENTRY_NP(| x_r unexe)

46 nov| 4(%esp), Yeax | Y%eax = &argv[O0]

47 nmovl 8(%sp), %ebx / Brand linker’s entry point in %bx
48 subl $4, Yeax /| Top of stack - nust point at argc
49 nov| %ax, %esp /| Set %esp to what |inkers expect
51 novl $0, %ax

52 novl $0, %ecx

53 nov| $0, %edx

54 mov| $0, Y%esi

55 novl $0, %edi

56 novl $0, %ebp

58 jnp * e bx / And away we go...

59 SET_SI ZE(| x_r unexe)

61 #endif /* lint */
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62 #endif /* ! codereview */
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Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

CDDL HEADER START

The contents of this file are subject to the terns of the
Conmon Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and |limtations under the License.

When distributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy] [name of copyright owner]

CDDL HEADER END

#pragma i dent " %Y U % %Y SM "

#i ncl ude <sys/| x_brand. h>

I x_regs_t S| ZEOF_LX _REGS T

I xr_gs
I xr_edi
I xr_esi
| xr _ebp
| xr_esp
| xr _ebx
I xr_edx
| xr_ecx
| xr _eax
I xr_eip
| xr_orig_eax

4
41 #endif /* | codereview */
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1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
20 */
21 /*
22 * Copyright 2006 Sun M crosystens, Inc. All rights reserved.
23 * Use is subject to license terns.

*

/

26 #ifndef _LX DEBUG H
27 #define _LX _DEBUG H

29 #pragma ident " %Y U % %Y SM "
31 #ifdef _ cplusplus

32 extern "C' {

33 #endi f

35 /* initialize the debuggi ng subsystem */
36 extern void | x_debug_init(void);

38 /* printf() style debug nessage functionality */
39 extern void | x_debug(const char *, ...);

41 /* set non-zero if the debuggi ng subsystemis enabled */
42 extern int |x_debug_enabl ed;

44 #ifdef __cplusplus
46 #endi f

48 #endif /* _LX_DEBUG H */
49 #endif /* | codereview */
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/*

*

[
w
* Ok ok ok Sk Rk Ok Ok Ok ok bk F k% ok kb ¥
—~

CDDL HEADER START

The contents of this file are subject to the ternms of the
Common Devel opment and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific | anguage governi ng perm ssions

and limtations under the License.

When distributing Covered Code, include this CDDL HEADER i n each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2009 Sun Mcrosystens, Inc. Al rights reserved.
Us

e is subject to license terns.

26 #ifndef _SYS LX_FCNTL_H
27 #define “SYS_LX_FCNTL_H

29 #ifdef _ _cplusplus

30 extern "C' {

31 #endif

33 /*

34 * Lx open/fcntl flags

35 */

36 #define LX_O RDONLY 00

37 #define LX_O VRONLY 01

38 #define LX_O RDWR 02

39 #define LX_O CREAT 0100

40 #define LX_O EXCL 0200

41 #define LX_O NOCTTY 0400

42 #define LX_O TRUNC 01000
43 #define LX_O APPEND 02000
44 #define LX_O NONBLOCK 04000
45 #define LX_O NDELAY LX_O_NONBLOCK
46 #define LX_O SYNC 010000
47 #define LX_O FSYNC LX_O SYNC
48 #define LX_O ASYNC 020000
49 #define LX_O DI RECT 040000
50 #define LX_O LARGEFI LE 0100000
51 #define LX O DI RECTORY 0200000
52 #define LX_O NOFOLLOW 0400000
54 #define LX_F_DUPFD 0

55 #define LX_F_GETFD 1

56 #define LX_F_SETFD 2

57 #define LX_F_GETFL 3

58 #define LX_F_SETFL 4

59 #define LX_F_GETLK 5

60 #define LX_F_SETLK 6

61 #define LX_F_SETLKW 7

new usr/src/lib/brand/|x/1x_brand/sys/Ix_fcntl.h

#def i ne
#defi ne
#defi ne
#def i ne

#defi ne
#defi ne
#defi ne

#defi ne
#defi ne
#defi ne

#defi ne
#defi ne
#defi ne

/*

* Lx fl

*/
#def i ne
#defi ne
#defi ne
#defi ne
#def i ne
#defi ne
#defi ne
#def i ne
#def i ne
#defi ne

struct |

#i f def
}
#endi f

#endi f
#endi f /

LX_F_SETOM
LX_F_GETOMN
LX_F_SETSI G
LX_F_GETSI G

LX_F_GETLK64
LX_F_SETLK64
LX_F_SETLKW64

LX_F_SETLEASE
LX_F_GETLEASE
LX_F_NOTI FY

LX_F_RDLCK
LX_F_WRLCK
LX_F_UNLCK

ock codes

LX_NANE_NMAX
LX_LOCK_SH
LX_LOCK_EX
LX_LOCK_NB
LX_LOCK_UN

LX_AT_FDCWD
LX_AT_EACCESS

LX_AT_REMOVEDI R

LX_AT_SYML.I NK_NOFOLLOW
LX_AT_SYM.I NK_FOLLOW

x_flock {
short
short

| ong

| ong

int

x_f1ock64 {
short

short

I ong | ong
long | ong
int

__cpl uspl us

/* _SYS LX_FCNTL_H */
*

| “coderevi ew */

8
9
10
11

12
13
14

1024
1025
1026

shared */

excl usive */
non- bl ocki ng */
unl ock */

* ok ok ok

BN
—_~———
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1

/ *
CDDL HEADER START

The contents of this file are subject to the ternms of the
Common Devel opment and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific | anguage governi ng perm ssions

and limtations under the License.

When distributing Covered Code, include this CDDL HEADER i n each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

rights reserved.

® Ok ok R F Rk ok Sk Ok b Sk Ok R ok Ok Rk Ok % 3k
—~

Copyri ght 2007 Sun M crosystens, Inc. All
Use is subject to license terns.
/

#i fndef _SYS LX | OCTL_H
#define “SYS LX_| OCTL_H

#pragma i dent " %Y U % %Y SM "
#i fdef __cpl uspl us

extern "C' {

#endi f

extern int |Ix_ioctl_init(void);

/*

* LX_NCC nust be different from LX NCCS since while the termi o and term os
* structures nmay |ook simlar they are fundanmentally different sizes and

* have different nenbers.

*/

#define LX_ NCC 8
#define LX_NCCS 19

struct Ix_termo {

unsi gned short c_iflag; /* input node flags */
unsi gned short c_ofl ag; /* output node flags */
unsi gned short c_cflag; /* control node flags */
unsi gned short c_|flag; /* local node flags */
unsi gned char c_line; /* line discipline */
unsi gned char c_cc[ LX_NCC]; /* control characters */

e

struct Ix_termos {
uint32_t c_iflag; /* input node flags */
uint32_t c_oflag; /* output node flags */
uint32_t c_cflag; /* control node flags */
uint32_t c_Iflag; /* local npde flags */
unsi gned char c_line; /* line discipline */
unsi gned char c_cc[ LX_NCCS]; /* control characters */
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127

/*

* cl

*/
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

/*

* cl

*/
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

/*

cc

ne
ne
ne
ne
ne
ne
ne
ne

cc

ne
ne
ne
ne
ne
ne
ne
ne
ne

characters which are valid for Ix_termio and | x_term os

LX_VI NTR
LX_VQUI T
LX_VERASE
LX_VKI LL
LX_VEOF
LX_VTI ME
LX_VM N
LX_VSWIC

~NOORAWNRFO

characters which are valid for |Ix_term os

LX_VSTART
LX_VSTOP
LX_VSUSP
LX_VEOL
LX_VREPRI NT
LX_VDI SCARD
LX_VMERASE
LX_VLNEXT
LX_VEQL2

* Sound fornmats
S

#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

/*

ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne

LX_AFMI_QUERY
LX_AFMI_MU_LAW
LX_AFMI_A LAW

8

9

10
11
12
13
14
15
16

LX_AFMI_I MA_ADPCM

LX_AFMI_US
LX_AFMI_S16_LE
LX_AFMI_S16_BE
LX_AFMI_S8
LX_AFMI_U16_LE
LX_AFMI_U16_BE
LX_AFMI_NPEG
LX_AFMI_AC3

* Supported ioctls
*/

#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne

LX_TCGETS
LX_TCSETS
LX_TCSETSW
LX_TCSETSF
LX_TCGETA
LX_TCSETA
LX_TCSETAW
LX_TCSETAF
LX_TCSBRK
LX_TCXONC
LX_TCFLSH
LX_TI OCEXCL
LX_TI QONXCL
LX_TI OCSCTTY
LX_TI OOGPGRP
LX_TI OCSPGRP
LX_TI Q0OUTQ
LX_TI OCSTI
LX_TI OCGW NSZ
LX_TI OCSW NSZ
LX_TI OCMGET

0x00000000
0x00000001
0x00000002
0x00000004
0x00000008
0x00000010
0x00000020
0x00000040
0x00000080
0x00000100
0x00000200
0x00000400

0x5401
0x5402
0x5403
0x5404
0x5405
0x5406
0x5407
0x5408
0x5409
0x540a
0x540b
0x540c
0x540d
0x540e
0x540f

0x5410
0x5411
0x5412
0x5413
0x5414
0x5415
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128 #define LX_TI OCMBI S 0x5416 194 #define LX_OSS _AFMI_A LAW 0x0002

129 #define LX_TI OCMBI C 0x5417 195 #define LX_OSS_AFMI_| NA_ADPCM 0x0004

130 #define LX_TI OCVMSET 0x5418 196 #define LX_OSS_AFMI_US 0x0008

131 #define LX_TI OCGSOFTCAR 0x5419 197 #define LX_OSS_AFMI_S16_LE 0x0010

132 #define LX_TI OCSSOFTCAR 0x541a 198 #define LX_OSS_AFMI_S16_BE 0x0020

133 #defi ne LX_FI ONREAD 0x541b 199 #define LX_OSS_AFMI_S8 0x0040

134 #define LX_TI OCPKT 0x5420 200 #define LX OSS_AFMI_U16_LE 0x0080

135 #define LX_FlI ONBI O 0x5421 201 #define LX OSS_AFMI_U16_BE 0x0100

136 #define LX_TI CCNOTTY 0x5422 202 #define LX_OSS_AFMI_MPEG 0x0200

137 #define LX_TI OCSETD 0x5423

138 #define LX_TI OCGETD 0x5424 204 #ifdef _LITTLE_ENDI AN

139 #define LX_TCSBRKP 0x5425 205 #define LX_OSS_AFMI_S16_NE LX_OSS_AFMI_S16_LE

140 #define LX_TI OCGSI D 0x5429 206 #define LX OSS_AFMI_U16_NE LX_OSS_AFMI_U16_LE

141 #define LX_TI OCGPTN 0x80045430 207 #elif defined(_BlI G ENDI AN)

142 #define LX_TI OCSPTLCK 0x40045431 208 #define LX_OSS_AFMI_S16_NE LX_OSS_AFMI_S16_BE

143 #define LX_FI ONCLEX 0x5450 209 #define LX_OSS_AFMI_U16_NE LX_OSS_AFMI_U16_BE

144 #define LX_FI OCLEX 0x5451 210 #else /* _LITTLE _ENDI AN */

145 #define LX_FI OASYNC 0x5452 211 #error NO ENDI AN defi ned.

146 #define LX FlI CSETOMN 0x8901 212 #endif /* _LITTLE_ENDI AN */

147 #define LX_ S| OCSPGRP 0x8902

148 #define LX_FI OGETONWN 0x8903 214 | *

149 #define LX_ S| OCGPGRP 0x8904 215 * support for /dev/dsp SNDCTL_DSP_GETI SPACE and SNDCTL_DSP_GETOSPACE
150 #define LX_SI OCATMARK 0x8905 216 */

151 #define LX_SI OCG FCONF 0x8912 217 typedef struct |x_oss_audio_buf_info {

152 #define LX_SI OCA FFLAGS 0x8913 218 int fragments; /* fragments that can be rd/w without blocking */
153 #define LX_SI OCSI FFLAGS 0x8914 219 int fragstotal; /* total nunber of fragnments allocated for buffering */
154 #define LX_ S| OCG FADDR 0x8915 220 int fragsize; /* size of fragnents, same as SNDCTL_DSP_GETBLKSI ZE */
155 #define LX_ S| OCSI FADDR 0x8916 221 int bytes; /* what can be rd/w inmediatly w thout bl ocking */
156 #define LX_ S| OCG FDSTADDR 0x8917 222 } | x_oss_audio_buf_info_t;

157 #define LX_SI OCSI FDSTADDR 0x8918

158 #define LX_SI OCG FBRDADDR 0x8919 224 | *

159 #define LX_SI OCSI FBRDADDR 0x891a 225 * support for /dev/dsp SNDCTL_DSP_GETOPTR

160 #define LX_SI OCA FNETMASK 0x891b 226 */

161 #define LX_SI OCSI FNETMASK 0x891c 227 typedef struct |x_oss_count_info {

162 #define LX_ S|l OCE FMETRI C 0x891d 228 /* # of bytes processed since opening the device */

163 #define LX S| OCSI FMETRI C 0x891e 229 int bytes;

164 #define LX_SI OCA FMEM 0x891f

165 #define LX_SI OCSI FMEM 0x8920 231 /*

166 #define LX_SI OCE FMIu 0x8921 232 * # of fragnent transitions since last call to this function.
167 #define LX_SI OCSI FMTU 0x8922 233 * only valid for mmap acess node.

168 #define LX_SI OCSI FHWADDR 0x8924 234 */

169 #define LX_SI OCE FHWADDR 0x8927 235 int bl ocks;

171 /* 237 /*

172 * /dev/dsp ioctls - supported 238 * byte of fset of the current recording/playback position from
173 */ 239 * the beginning of the audio buffer. only valid for mmap access
174 #define LX_OSS_SNDCTL_DSP_RESET 0x5000 240 * node.

175 #define LX_OSS_SNDCTL_DSP_SYNC 0x5001 241 */

176 #define LX_0OSS_SNDCTL_DSP_SPEED 0xc0045002 242 int ptr;

177 #define LX_OSS_SNDCTL_DSP_STEREO 0xc0045003 243 } I x_oss_count_info_t;

178 #define LX_OSS_SNDCTL_DSP_GETBLKS| ZE 0xc0045004

179 #define LX_0OSS_SNDCTL_DSP_SETFMIS 0xc0045005 245 | *
180 #define LX_0OSS_SNDCTL_DSP_CHANNELS 0xc0045006 246 * support for /dev/dsp SNDCTL_DSP_GETCAPS
181 #define LX_0OSS_SNDCTL_DSP_SETFRAGMENT  0xc004500a 247 */
182 #define LX_0OSS_SNDCTL_DSP_GETFMIS 0x8004500b 248 #define LX OSS_DSP_CAP_TRI GGER 0x1000
183 #define LX_0OSS_SNDCTL_DSP_GETOSPACE 0x8010500c 249 #define LX_OSS_DSP_CAP_MVAP 0x2000
184 #define LX_0OSS_SNDCTL_DSP_GETCAPS 0x8004500f
185 #define LX_OSS_SNDCTL_DSP_SETTRI GGER 0x40045010 251 /*
186 #define LX_OSS_SNDCTL_DSP_GETOPTR 0x800c5012 252 * support for /dev/dsp/ SNDCTL_DSP_SETTRI GGER
187 #define LX_0OSS_SNDCTL_DSP_GETI SPACE 0x8010500d 253 */
254 #define LX_OSS_PCM DI SABLE_OUTPUT 0
189 /* 255 #define LX_OSS_PCM ENABLE_OUTPUT 2
190 * support for /dev/dsp SNDCTL_DSP_GETFMIS and SNDCTL_DSP_SETFMIS
191 */ 257 | *
192 #define LX 0SS _AFMI_QUERY 0x0000 258 * /dev/m xer ioctl nacros
193 #define LX_OSS_AFMI_MJ LAW 0x0001 259 */
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260 #define LX OSS_SM NRDEVI CES 25 326 */
261 #define LX_0SS_SM READ( x) (0x80044d00 | (X)) 327 #define LX 0SS S2L_GAI N(V) (((v) * 100) / 255)
262 #define LX_OSS_SM WRI TE(x) (0xc0044d00 | (x)) 328 #define LX_OSS_L2S GAI N(v) (((v) * 255) / 100)
329 #define LX_0SS_M XER_DECL( V) ((v) & Oxff)
264 [ * 330 #define LX OSS_M XER DEC2(v) (((v) >> 8) & Oxff)
265 * /dev/m xer ioctls - supported 331 #define LX OSS_M XER _ENC2(v1, v2) (((v2) << 8) | (v1))
266 */
267 #define LX OSS_SOUND_M XER READ VOLUME LX 0OSS_SM READ(LX OSS_SM VOLUVE) 333 /*
268 #define LX OSS_SOUND_M XER READ PCM LX_0OSS_SM READ( LX_0OSS_SM PCM) 334 * /dev/m xer value verification macros
269 #define LX OSS_SOUND M XER READ M C LX_0SS_SM READ( LX_0SS_SM M C) 335 */
270 #define LX_OSS_SOUND_M XER READ | GAIN  LX_0OSS_SM READ( LX_OSS_SM | GAI N) 336 #define LX 0SS M XER VCHECK(X) (((int)(x) >= 0) && ((| nt)(x) <= 100))
271 #define LX_0OSS_SOUND_M XER WRI TE_VOLUME LX_0OSS_SM WRI TE( LX_OSS_SM VOLUNE) 337 #define LX_0OSS_M XER_1CH OK(x) ((((x) & ~Oxff) == 0) \
272 #define LX_OSS_SOUND_M XER_WRI TE_PCM LX_0SS_SM WRI TE( LX_CSS_SM _PCM) 338 LX_08S_M XER_VCHECK( LX_OSS_M XER_DECL(x)))
273 #define LX_OSS_SOUND_M XER WRI TE_M C LX_0SS_SM WRI TE(LX_CSS_SM M Q) 339 #define LX_OSS_M XER 2CH OK(x) ((((x) & ~Oxffff) == 0) && \
274 #define LX_OSS_SOUND M XER WRI TE_| GAIN LX_0SS_SM WRI TE( LX_ (BS_SM_I GAI N) 340 LX_0OSS_M XER_VCHECK( LX_OSS_M XER DEC1(x)) && \
275 #define LX_0OSS_SOUND_M XER_READ_STERECDEVS LX_0OSS_SM READ(LX_OSS_SM STEREODEVS) 341 LX_0SS_M XER_VCHECK( LX_0SS_M XER_DEC2(x)))
276 #define LX_OSS_SOUND_M XER_READ RECMASK LX_0OSS_SM READ( LX_OSS_SM RECMASK)
277 #define LX_OSS_SOUND_M XER_READ DEVMASK LX_OSS_SM READ( LX_OSS_SM DEVMASK) 343 /*
278 #define LX_0OSS_SOUND M XER_READ RECSRC LX_ 0SS SM READ( LX_0OSS_SM RECSRC) 344 * Unsupported ioctls (NOT a conprehensive |ist)
345 */
280 /* 346 #define LX_TI OCLI NUX 0x541c
281 * /dev/ m xer channels 347 #define LX_TI OCCONS 0x541d
282 */ 348 #define LX_TI OCGSERI AL 0x541e
283 #define LX _0OSS_SM VOLUVE 0 349 #define LX_TI OCSSERI AL 0x541f
284 #define LX_OSS_SM BASS 1 350 #define LX TI OCTTYGSTRUCT 0x5426
285 #define LX_0SS_SM TREBLE 2 351 #define LX_TI OCSERCONFI G 0x5453
286 #define LX OSS_SM SYNTH 3 352 #define LX_TI OCSERGW LD 0x5454
287 #define LX _0OSS_SM PCM 4 353 #define LX_TI OCSERSW LD 0x5455
288 #define LX OSS_SM SPEAKER 5) 354 #define LX_TI OCGLCKTRM OS 0x5456
289 #define LX OSS_SM LI NE 6 355 #define LX_TI OCSLCKTRM OS 0x5457
290 #define LX OSS_SM M C 7 356 #define LX_ TI OCSERGSTRUCT 0x5458
291 #define LX_OSS_SM CD 8 357 #define LX_TI OCSERGETLSR 0x5459
292 #define LX OSS_SM M X 9 358 #define LX TI OCSERGETMULTI 0x545a
293 #define LX OSS_SM PCwve 10 359 #define LX_TI OCSERSETMULTI 0x545b
294 #define LX OSS_SM REC 11 360 #define LX_O.D_SI OCG FHWADDR 0x8923
295 #define LX_OSS_SM | GAIN 12 361 #define LX_SI OCSI FENCAP 0x8926
296 #define LX OSS_SM OGAI N 13 362 #define LX_SI OCG FSLAVE 0x8929
297 #define LX_OSS_SM LI NE1 14 363 #define LX_SI OCSI FSLAVE 0x8930
298 #define LX OSS_SM LI NE2 15 364 #define LX_SI OCADDMULTI 0x8931
299 #define LX_OSS_SM LI NE3 16 365 #define LX_SI OCDELMULTI 0x8932
300 #define LX OSS_SM DI G TAL1 17 366 #define LX_SI OCADDRTOLD 0x8940
301 #define LX OSS_SM DI G TAL2 18 367 #define LX S| OCDELRTOLD 0x8941
302 #define LX OSS_SM DI G TAL3 19 368 #define LX Sl OCG FTXQLEN 0x8942
303 #define LX_OSS_SM PHONEI N 20 369 #defi ne LX_SI OCDARP 0x8950
304 #define LX _OSS_SM PHONEOUT 21 370 #define LX_SI OCGARP 0x8951
305 #define LX OSS_SM VI DEO 22 371 #define LX_SI OCSARP 0x8952
306 #define LX OSS_SM RADI O 23 372 #define LX_SI OCDRARP 0x8960
307 #define LX_OSS_SM MONI TOR 24 373 #defi ne LX_SI OCCRARP 0x8961
374 #define LX_SI OCSRARP 0x8962
309 /* 375 #define LX_SI OCG FMAP 0x8970
310 * /dev/ m xer operations 376 #define LX_SI OCSI FVAP 0x8971
311 */
312 #define LX OSS_SM STERECDEVS 251 378 #ifdef __cplusplus
313 #define LX OSS_SM CAPS 252 379 }
314 #define LX OSS_SM RECVASK 253 380 #endi f
315 #define LX_0OSS_SM DEVNASK 254
316 #define LX_OSS_SM RECSRC 255 382 #endif [/* _SYS LX ICOCTL_H */
383 #endif /* | codereview */
318 /*
319 * /dev/ m xer val ue conversion nacros
320 *
321 * solaris expects gain |level on a scale of 0 - 255
322 * oss expects gain level on a scale of 0 - 100
323 *
324 * oss also encodes nultiple channel s volune values in a single int,
325 * one channel value per byte.
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1

/*

* CDDL HEADER START

*

* The contents of this file are subject to the terns of the

* Common Devel opnent and Distribution License (the "License").

* You may not use this file except in conpliance with the License.
*

* You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
* or http://ww. opensol ari s. org/os/licensing.

* See the License for the specific |anguage governi ng perm ssions

* and |imtations under the License.

*

* \When distributing Covered Code, include this CDDL HEADER i n each
* file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
* |f applicable, add the follow ng below this CDDL HEADER, with the
* fields enclosed by brackets "[]" replaced with your own identifying
* information: Portions Copyright [yyyy] [name of copyright owner]
*

* CDDL HEADER END

*/

/*

* Copyright 2009 Sun Mcrosystens, Inc. Al rights reserved.

* Use is subject to |license terns.
*/

#i fndef _SYS LX H
#define _SYS LX H

#i ncl ude <stdio. h>

#i ncl ude <all oca. h>

#i ncl ude <sys/types. h>
#i ncl ude <sys/param h>
#i ncl ude <sys/|wp. h>

#

ncl ude <sys/|x_brand. h>

#i fdef __cpl uspl us
extern "C' {
#endi f

extern char | x_rel ease[ 128];
extern pid_t zoneinit_pid;
/*
* Support for the unfortunate RPMrace condition workaround.
*/
extern int |x_rpmdelay;
extern boolean_t Ix_is_rpm
/*
* Val ues Linux expects for init
*/

#define LX INT_PGD 0
#define LX_INIT_SID 0
#define LX_INIT_PID 1
/*

* Codes to reboot(2).
*
/

#def i ne LI NUX_REBOOT_MAG C1 O0xf eeldead
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119

121
122
123

125
126

#define LI NUX_REBOOT_MAG C2 672274793
#def i ne LI NUX_REBOOT_MAG C2A 85072278
#def i ne LI NUX_REBOOT_MAG C2B 369367448
#defi ne LI NUX_REBOOT_MAG C2C 537993216
/*
* This was observed as coming fromRed Hat’s init process, but it’s not in
* their reboot(2) nan page.
*
#def i ne LI NUX_REBOOT_MAG C2D 0x28121969
#def i ne LI NUX_REBOOT_CMD_RESTART 0x1234567
#define LI NUX_REBOOT_CMD HALT Oxcdef 0123
#defi ne LI NUX_REBOOT_CMD_PONER OFF 0x4321f edc
#defi ne LI NUX_REBOOT_CMD_RESTART2 Oxalb2c3d4
#def i ne LI NUX_REBOOT_CMD_CAD _ON 0x89abcdef
#defi ne LI NUX_REBOOT_CMD_CAD_OFF 0
/*
* the maxi numlength of nessages to be output with I x_nmsg(), Ix_err(),
* | x_debug(), or I'x_unsupported().
*
/
#define LX_MSG MAXLEN (128 + MAXPATHLEN)

| *

*

*

/
#def i ne LX_SCHED PRI ORI TY_M N_OTHER
#def i ne LX_SCHED_PRI ORI TY_MAX_OTHER
#def i ne LX_SCHED_PRI ORI TY_M N_RRF| FO
#def i ne LX_SCHED_PRI ORI TY_MAX_RRFI FO

| *

*
*

Li nux schedul er priority ranges.

[l eXa]

Constants to indicate who getrusage() should return information about.
/

#def i ne LX_RUSAGE_SELF 0
#def i ne LX_RUSAGE_CHI LDREN (-1)

/

* Ok kR ok k k F

*/

normal ly we never want to wite to stderr or stdout because it’s unsafe
to make assunptions about the underlying file descriptors. to protect
against wites to these file descriptors we go ahead and cl ose them
our brand process initalization code. but there are still occasions
where we are willing to make assunptions about our file descriptors

and wite to them at thes tinmes we should use one | x_nsg() or

I x_nmsg_error()

extern void | x_nsg(char *, ...);

extern void | x_err(char *, )
extern void | x_err_fatal (char *,

o )§

extern void | x_unsupported(char *, ...);

struct ucontext;

extern void | x_handl er _tabl e(void);
extern void | x_handl er _trace_t abl e(voi d);
extern void | x_enul at e_done(voi d);

extern I x_regs_t *lx_syscall _regs(void);

extern char *
extern int |x
extern int Ix

Ix_fd_to_path(int fd, char *buf, int buf_size);
Ipid_to_spair(pid_t, pid_t *, lwid_t *);
Ipid_to_spid(pid_t, pid_t *);

extern int |x_ptrace_wait(siginfo_t *);
extern void | x_ptrace_fork(void);
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128 extern int |x_get_kern_version(void);

130 extern int |x_check_alloca(size_t);
131 #define SAFE_ALLOCA(sz) (I|x_check_alloca(sz) ? alloca(sz) : NULL)

133 extern int lItos_at_flag(int Iflag, int allow);

135 /*

136 * NO_UUCOPY disables calls to the uucopy* systemcalls to help with
137 * debugging brand library accesses to |inux application nenory.

138 */

139 #ifdef NO_UUCOPY

141 int uucopy_unsafe(const void *src, void *dst, size_t n);
142 int uucopystr_unsafe(const void *src, void *dst, size_t n);

144 #define uucopy(src, dst, n) uucopy_unsafe((src), (dst), (n))
145 #define uucopystr(src, dst, n) uucopystr_unsafe((src), (dst), (n))

147 #endif /* NO_UUCCOPY */
149 #ifdef __ cplusplus
150 }

151 #endif

153 #endif /* _SYS LX H */
154 #endif /* | codereview */
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1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
20 */
21 /*
22 * Copyright 2007 Sun Mcrosystens, Inc. All rights reserved.
23 * Use is subject to license terns.

*

/

26 #ifndef _LX MOUNT_H
27 #define _LX_MOUNT_H

29 #pragma ident " %Y U % %Y SM "
31 #ifdef _ cplusplus

32 extern "C' {

33 #endi f

35 #include <rpc/rpc. h>
36 #include <nfs/nfs.h>

38 /*

39 * pount() is significantly different between Linux and Solaris. The nain
40 * difference is between the set of flags. Sone flags on Linux can be
41 * translated to a Solaris equivalent, sone are converted to a

42 * filesystemspecific option, while others have no equival ent what soever.
43 */

44 #define LX_MS_MSC VAL 0xCOEDO000

45 #define LX_MS_RDONLY 0x00000001

46 #define LX_MS_NOSU D 0x00000002

47 #define LX_MS_NODEV 0x00000004

48 #define LX_MS_NOEXEC 0x00000008

49 #define LX_MS_SYNCHRONOUS 0x00000010

50 #define LX_MS_REMOUNT 0x00000020

51 #define LX_MS_MANDLOCK 0x00000040

52 #define LX_MS_NQATI ME 0x00000400

53 #define LX_MS_NODI RATI ME 0x00000800

54 #define LX_MS_BI ND 0x00001000

55 #define LX_MS_SUPPORTED (LX_MS_MGC VAL | \

56 LX M5 RDONLY | LX M5 _NOSUID | \

57 LX_M5_NODEV | LX_NM5_NOEXEC | \

58 LX_MS_REMOUNT | LX_MS_NOATIME | \

59 LX_NMS_BI ND)
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62 * support for nfs mounts
*/

63
64 #define LX_NVD_MAXHOSTNAMELEN 256
66 #define LX _NFS_MOUNT_SOFT 0x00000001
67 #define LX_NFS_MOUNT_I NTR 0x00000002
68 #define LX_NFS_MOUNT_SECURE 0x00000004
69 #define LX_NFS_MOUNT_POSI X 0x00000008
70 #define LX_NFS_MOUNT_NOCTO 0x00000010
71 #define LX_NFS_MOUNT_NOAC 0x00000020
72 #define LX_NFS_MOUNT_TCP 0x00000040
73 #define LX_NFS_MOUNT_VER3 0x00000080
74 #define LX_NFS_MOUNT_KERBEROS 0x00000100
75 #define LX_NFS_MOUNT_NONLM 0x00000200
76 #define LX_NFS_MOUNT_BROKEN _SU D 0x00000400
77 #define LX_NFS_MOUNT_SUPPORTED (LX_NFS_MOUNT_SOFT | \
78 LX_NFS_MOUNT_I NTR | \
79 LX_NFS_MOUNT_POSI X | \
80 LX_NFS_MOUNT_NOCTO | \
81 LX_NFS_MOUNT_NCAC | \
82 LX_NFS_MOUNT_TCP | \
83 LX_NFS_MOUNT_VER3 | \
84 LX_NFS_MOUNT_NONLM
86 #define LX_NVD _DEFAULT_RSI ZE 0
87 #define LX_NVD_DEFAULT_WSI ZE 0
89 /*
90 * the nfs v3 file handle structure definitions are _al nbst_ the sane
91 * on linux and solaris. the key difference are:
92 *
93 * 1) on linux fh3_length is an unsigned short where as on solaris it’'s
94 * an int.
95 *
96 * 2) on linux the file handle data doesn’t 32 bit menbers, so the structure
97 * is not 32 bit aligned. (where as on solaris it is.)
98 *
99 * so rather than defining a structure that would allow us to intrepret
100 * all the contents of the nfs v3 file handle here, we decide to treate
101 * the file handle as an array of chars. this works just fine since it
102 * avoids the alignment issues and the actual file handle handle contects
103 * are defined by the nfs specification so they are cormbn across solaris
104 * and linux. we do the same thing for nfs v2 file handl es.
105 *
st

106 struct |x_nfs_fh2 {
107 unsi gned char I x_f h_dat a[ NFS_FHSI ZE] ;
108 } Ix_nfs_fh2;

110 struct Ix_nfs_fh3 {

111 unsi gned short | x_fh3_l ength;

112 unsi gned char | x_f h3_dat a[ NFS3_FHSI ZE] ;
113 } Ix_nfs_fh3;

115 typedef struct |x_nfs_nount_data {

116 int nnd_ver si on;
117 int nmd_fd;

118 struct Ix_nfs_fh2 nnmd_ol d_r oot ;
119 int nnd_f | ags;
120 int nnd_rsi ze;
121 int nmd_wsi ze;
122 int nnmd_t i nmeo;
123 int nnd_r et rans;
124 int nnd_acr egmi n;
125 i nt nmd_acr egmax;
126 int nmd_acdi rm n;
127 int nnd_acdi r max;
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128 struct sockaddr_in nnd_addr;

129 char nmd_host nanme[ LX_NVD_MAXHOSTNAMELEN] ;
130 int nnmd_nani en;

131 uint_t nnd_bsi ze;

132 struct | x_nfs_fh3 nnd_r oot ;

133 } Ix_nfs_nount_data_t;

135 #ifdef __cplusplus
136
137 #endi f

139 #endif /* _LX MOUNT_H */
140 #endif /* ! codereview */
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1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
20 */
21 /*
22 * Copyright 2006 Sun M crosystens, |nc. Al rights reserved.
23 * Use is subject to license terns.

*

/

26 #ifndef _SYS LX POLL_H
27 #define “SYS_ LX_POLL_H

29 #pragma ident " %Y U % %Y SM "

31 #ifdef __cplusplus
32 extern "C' {

33 #endi f

35 /*

36 * These events are identical between Linux and Solaris
37 */

38 #define LX_PCOLLIN 0x001

39 #define LX_POLLPRI 0x002

40 #define LX_POLLOUT 0x004

41 #define LX_POLLERR 0x008

42 #define LX_POLLHUP 0x010

43 #define LX_POLLNVAL 0x020

44 #define LX_POLLRDNORM  0x040
45 #define LX_POLLRDBAND 0x080

47 #define LX_POLL_COVWON_EVENTS (LX POLLIN | LX POLLPRI | LX POLLOUT | \

48 LX POLLERR | LX_POLLHUP | LX_POLLNVAL | LX POLLRDNORM | LX_ POLLRDBAND)
50 /*

51 * These events differ between Linux and Sol aris

52 */

53 #define LX_POLLWRNORM  0x100
54 #define LX_POLLWRBAND  0x200

56 #define LX _POLL_SUPPORTED_EVENTS \
57 (LX_POLL_COVMON_EVENTS | LX_POLLWRNORM | LX_POLLWRBAND)

59 #ifdef __cplusplus
61 #endif
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63 #endif /* _SYS LX POLL_H */
64 #endif /* | codereview */
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1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
20 */
21 /*
22 * Copyright 2007 Sun Mcrosystens, Inc. All rights reserved.
23 * Use is subject to license terns.

*

/

26 #ifndef _SYS LX_SI GNAL_H
27 #define _SYS_LX_SI GNAL_H

29 #pragma ident " %Y U % %Y SM "
31 #if !defined(_ASM

32 #include <sys/|x_types. h>

33 #include <l x_si gnum h>

35 #endif /* !ldefined(_ASM */

37 #ifdef _ _cplusplus
T

38 extern

39 #endif

41 /*

42 * Linux sigaction flags

43 */

44 #define LX_SA NOCLDSTOP 0x00000001
45 #define LX_SA NOCLDWAI T 0x00000002
46 #define LX_SA_SI G NFO 0x00000004
47 #define LX_SA RESTORER 0x04000000
48 #define LX_SA ONSTACK 0x08000000
49 #define LX_SA RESTART 0x10000000
50 #define LX_SA NODEFER 0x40000000
51 #define LX_SA RESETHAND 0x80000000

52 #define LX_SA NOMASK
53 #define LX_SA_ONESHOT

LX_SA_NCDEFER
LX_SA_RESETHAND

55 #define LX_SI G BLOCK 0
56 #define LX_SI G UNBLOCK 1
57 #define LX_SI G SETMASK 2
59 #define LX_M NSI GSTKSZ 2048
60 #define LX SS ONSTACK 1

61 #define LX_SS DI SABLE 2
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111
112

114
115
116
117
118
119

121
122
123
124

126
127

#define LX_SIGRT_MAG C Oxdeadf 00d
#if !defined(_ASM
/

NOTE: Linux uses different definitions for sigset_ts and sigaction_ts
dependi ng on whether the definition is for user space or the kernel.

* Ok Ok ok F %

The definitions bel ow MJST correspond to the Linux kernel versions,
as glibc will do the necessary translation fromthe Linux user
d ver si ons.
*/
typedef struct {
ulong_t __ bits[LX_NSI G WORDS] ;
} I'x_sigset_t;

#define LX_NBI TS
#define | x_si gmask(n)

(sizeof (ulong_t) * NBB
#define | x_si gword(n) E
(

si Y)
(1 UL << (((n) - 1) %LX_NBITS))
|

(ul ong_ t)((n) - 1)) >>b)
#define | x_si gi smenber (s, n) X_ |grrask(n) (s)->__bits[lx_sigword(n)])
#define | x_si gaddset (s, n) (s)->__bits[Ix_sigword(n)] [= Tx_sigmsk(n))

typedef struct |x_sigaction {
void (*Ixsa_handler)();
int |xsa_flags;
void (*Ixsa_restorer)(void);
I x_sigset_t |xsa_mask;
} Ix_sigaction_t;

typedef uint32_t |x_osigset_t;

#define OSI GSET_NBI TS

_ (sizeof (Ix_osigset_t) NBB
#def i ne OS| GSET_BI TSET(si g)

(1U << (((sTg) - 1) %CSI%E'\IONBITS))

/*
* Flag settings to determine whether common routines should operate on
* | x_sigset_ts or |x_osigset_ts.
*/

#def i ne USE_OSI GSET 0

#def i ne USE_SI GSET 1

typedef struct |x_osigaction {

void (*Ixsa_handler)();

| x_osi gset _t | xsa_mask;

int | xsa_flags;

void (*Ixsa_restorer)(void);
} I'x_osigaction_t;

#define LX _SI_MAX_SIZE 128
#define LX_SI_PAD SIZE ((LX_SI _MAX_SI ZE/ si zeof (int)) - 3)

typedef struct |x_siginfo {
int |si_signo;
int |si_errno;
int |si_code;

uni on {
int _pad[LX_SI_PAD_SI ZE] ;
struct {
pid_t _pid;
I x_uidl6_t _uid;
}o_kill;
struct {

uint_t _timerl;
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129

131
132
133
134
135

137
138
139
140
141
142
143

145
146
147

149
150
151
152
153
154

156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179

181
182
183

185
186
187
188
189

191
192
193

uint_t _tinmer2;
} _tiner;

struct {
pid_t _pid;
I x_uidl6_t _uid;

uni on sigval _sigval;

}o_rt;

struct {
pid_t _pid;
I x_uidl6_t _uid;
int _status;
clock_t _utinme;
clock_t _stine;
} _sigchld;

struct {
void *_addr;
} _sigfault;

struct {
int _band;
int _fd;
} _sigpoll;
} _sifields;
} Ix_siginfo_t;

/*
* | x_siginfo_t |si_code val ues
*
* LX_SI _ASYNCNL: Sent by asynch nane | ookup conpl etion
* LX_SI _TKI LL: Sent by tkill
* LX_SI_SI3d O Sent by queued SIG O
* LX_SI _ASYNCI O Sent by asynchronous |/ O conpl etion
* LX_SI _MESGQ Sent by real tine nessage queue state change
* LX_SI _TI MER: Sent by tiner expiration
* LX_SI _QUEUE: Sent by sigqueue
* LX_SI _USER: Sent by kill, sigsend,
* LX_ S| _KERNEL: Sent by kernel
*
* At present, LX SI_ASYNCNL and LX_SI_SIG O are unused by BrandZ.
*
#define LX_SI_ASYNCNL (- 60)
#define LX_SI_TKILL (-6)
#define LX_SI_SId O (-5)
#define LX_SI_ASYNCIO (-4)
#define LX_SI _MESGQ (-3)
#define LX_SI_TI MER (-2)
#define LX_SI _QUEUE (-1)
#def i ne LX_SI _USER (0)

#defi ne LX_SI _KERNEL (0x80)

typedef struct |x_sighandlers {

struct |x_sigaction | x_sa[LX NSIG;

} I'x_sighandlers_t;

typedef struct |x_sigaltstack {
voi d *ss_sp;
int ss_flags;
size_t ss_size;

} I'x_stack_t;

struct | x_fpreg {
ushort_t significand[4];
ushort_t exponent;

* sender’s pid */
sender’s uid */

——
*

* ok

sender’s uid */

—~—

faulting insn/nenory ref.

POLL_IN, POLL_QUT, POLL_NBG */
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194 };

196 struct |x_fpxreg {

197 ushort_t significand[4];
198 ushort_t exponent;

199 ushort_t paddi ng[ 3];

200

202 struct | x_xmmreg {

203 uint32_t elenent[4];

204

206 #define LX X86_FXSR MAG C 0x0000
207 #define LX X86_FXSR_NONE Oxffff
209 typedef struct |x_fpstate {

210 /* Regul ar FPU environnment */
211 ulong_t cw,

212 ulong_t sw;

213 ulong_t tag;

214 ul ong_t ipoff;

215 ul ong_t cssel;

216 ul ong_t dataoff;

217 ul ong_t dat asel ;

218 struct | x_fpreg _st[8];
219 ushort_t status;

220 ushort_t magic;

222 /* FXSR FPU environnent */
223 ulong_t _fxsr_env[6];

224 ul ong_t nxcsr;

225 ulong_t reserved;

226 struct | x_fpxreg _fxsr_st[8];
227 struct | x_xmreg _xmi8];
228 ul ong_t paddi ng[ 56] ;

229 | x_fpstate_t;

231 typedef struct |x_sigcontext {

232 ul ong_t sc_gs;

233 ulong_t sc_fs;

234 ul ong_t sc_es;

235 ul ong_t sc_ds;

236 ulong_t sc_edi;

237 ulong_t sc_esi;

238 ul ong_t sc_ebp;

239 ul ong_t sc_esp;

240 ul ong_t sc_ebx;

241 ulong_t sc_edx;

242 ul ong_t sc_ecx;

243 ul ong_t sc_eax;

244 ul ong_t sc_trapno;

245 ulong_t sc_err;

246 ulong_t sc_eip;

247 ul ong_t sc_cs;

248 ul ong_t sc_efl ags;

249 ulong_t sc_esp_at_signal;
250 ulong_t sc_ss;

251 I x_fpstate_t *sc_fpstate;
252 ul ong_t sc_mask;

253 ulong_t sc_cr2;

254 | x_sigcontext_t;

256 typedef struct |x_ucontext {

257 ulong_t uc_fl ags;

258 struct |x_ucontext *uc_|ink;
259 | x_stack_t uc_stack;

regul ar FPU data */

/* env is ignored */

/* reg data is ignored */
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260 | x_si gcontext _t uc_si gcontext;
261 | x_sigset_t uc_sigmask;
262 } | x_ucontext_t;

264 #define LX SI_MAX SIZE 128

265 #define LX_SI_PAD SIZE ((LX_SI_MAX_SI ZE/sizeof (int)) - 3)

267 #define |si_pid _sifields. _kill._pid

268 #define |si_uid _sifields. _kill._uid

269 #define |si_status _sifields._sigchld._status

270 #define |si_utine _sifields._sigchld. _utinme

271 #define |si_stine _sifields._sigchld._stinme

272 #define |si_val ue _sifields._rt._sigval

273 #define |si_int _sifields._rt._sigval.sival x_int
274 #define |si_ptr _sifields._rt._sigval.sival x_ptr
275 #define |si_addr _sifields._sigfault._addr

276 #define |si_band _sifields._sigpoll._band

277 #define |si_fd _sifields._sigpoll._fd

279 extern const int ltos_signo[];
280 extern const int stol_signo[];

282 extern void setsigacthandler(void (*)(int, siginfo_t *, void *),

283 void (**)(int, siginfo_t *, void *));
285 extern int |Ix_siginit(void);

287 extern void I x_sigreturn_tolibc(uintptr_t);
288 extern void | x_sigdeliver(int, siginfo_t *,
289 void (*)(), uintptr_t);

291 extern int stol _siginfo(siginfo_t *siginfop,
293 #endif /* !defined(_ASM */

295 #ifdef __cplusplus

297 #endi f

299 #endif /* _SYS LX SIGNAL H */
300 #endif /* ! codereview */

void *, size_t, void (*)(),

I x_siginfo_t *Ix_siginfop);
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1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
20 */
21 /*
22 * Copyright 2006 Sun M crosystens, |nc. Al rights reserved.
23 * Use is subject to license terns.

*

/

26 #ifndef _SYS LX_SOCKET_H
27 #define _SYS_LX_SOCKET_H

29 #pragma ident " %Y U % %Y SM "
31 #ifdef __cplusplus

32 extern "C' {

33 #endi f

35 #include <sys/I|x_types. h>

37 /*
38 * Linux address family definitions
39 * Sone of these are not supported
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62 #define LX_AF_SNA 22 /* Linux SNA */

63 #define LX_AF_I RDA 23 /* | RDA sockets */

64 #define LX_AF_PPPOX 24 [* PPPoX sockets */

65 #define LX_AF_WANPI PE 25 /* \Wnpi pe APl sockets */

66 #define LX_AF_BLUETOOTH 31 /* Bluetooth sockets */

67 #define LX_AF_MAX 32 /* MAX socket type */

69 #defi ne AF_NOTSUPPORTED -1

70 #define AF_|I NVAL -2

72 | *

73 * Linux ARP protocol hardware identifiers

74 */

75 #define LX_ARPHRD ETHER 1 /* Ethernet */

76 #define LX_ARPHRD LOOPBACK 772 /* Loopback */

77 #define LX_ARPHRD VO D oxffff /* Unknown */

79 [*

80 * Linux socket type definitions

81 */

82 #define LX_SOCK_STREAM 1 /* Connection-based byte streans */
83 #define LX_SOCK_DGRAM 2 [* Connectionl ess, datagram */
84 #define LX_SOCK_RAW 3 /* Raw protocol interface */
85 #define LX_SOCK_RDM 4 [* Reliably-delivered nessage */
86 #define LX_SOCK_SEQPACKET 5 /* Sequenced packet stream */
87 #define LX_SOCK_PACKET 10 /* Linux specific */

88 #define LX_SOCK_MAX 11

90 #define SOCK_NOTSUPPORTED -1

91 #define SOCK_| NVAL -2

93 /*
94 * Options for use with [gs]etsockopt at the IP |evel.
95 * | PPROTO_I P

96 */

97 #define LX_|P_TOS 1
98 #define LX_IP_TTL 2
99 #define LX_| P_HDRI NCL 3
100 #define LX_| P_OPTI ONS 4
101 #define LX_| P_ROUTER ALERT 5
102 #define LX_| P_RECVOPTS 6
103 #define LX_| P_RETOPTS 7
104 #define LX_| P_PKTI NFO 8
105 #define LX_| P_PKTOPTI ONS 9
106 #define LX_| P_MIU_DI SCOVER 10
107 #define LX_| P_RECVERR 11
108 #define LX_| P_RECVTTL 12
109 #define LX_| P_RECVTCS 13
110 #define LX_I P_MIU 14
111 #define LX_| P_FREEBI ND 15
112 #define LX_I P_MULTI CAST_I| F 32
113 #define LX_| P_MULTI CAST_TTL 33
114 #define LX_| P_MJLTI CAST_LOOP 34
115 #define LX_| P_ADD_MEMBERSHI P 35
116 #define LX_| P_DROP_MEMBERSHI P 36
118 /*

119 * Options for use with [gs]etsockopt at the TCP |evel.
120 * | PPROTO_TCP

121 */

122 #define LX _TCP_NODELAY
123 #define LX_TCP_MAXSEG
124 #define LX_TCP_CORK

Set maxi mum segnment size */

Don’t delay send to coal esce packets

Control sending of partial franes

41 #define LX_AF_UNSPEC 0 /* Unspecified */

42 #define LX_AF_UNI X 1 /* local filelpipe name */
43 #define LX_AF_I NET 2 [/* |P protocol famly */
44 #define LX_AF_AX25 3 /* Amateur Radio AX 25 */
45 #define LX_AF_I PX 4 /* Novell Internet Protocol */
46 #define LX_AF_APPLETALK 5 /* Appletalk */

47 #define LX_AF_NETROM 6 /* Amateur radio */

48 #define LX_AF_BRI DGE 7 [/* Miltiprotocol bridge */
49 #define LX_AF_ATMPVC 8 [/* ATM PVCs */

50 #define LX_AF_X25 9 /[* X 25 */

51 #define LX_AF_I NET6 10 /* IPV 6 */

52 #define LX_AF_ROSE 11 /* Amateur Radio X 25 */
53 #define LX_AF_DECnet 12 /* DECnet */

54 #define LX_AF_NETBEU 13 /* 802.2LLC */

55 #define LX_AF_SECURI TY 14 /* Security call back */
56 #define LX_AF_KEY 15 /* key managenent */

57 #define LX_AF_ROUTE 16 /* Alias to enulate 4.4BSD */
58 #define LX_AF_PACKET 17 /* Packet family */

59 #define LX_AF_ASH 18 /* Ash ? */

60 #define LX_AF_ECONET 19 /* Acorn Econet */

61 #define LX_AF_ATMSVC 20 /* ATM SVCs */

O WNE

—~———— —

* Ok Ok ok H %

125 #define LX_TCP_KEEPI DLE Start keeplives after this period */
126 #define LX TCP_KEEPI NTVL Interval between keepalives */
127 #define LX_TCP_KEEPCNT Nurmber of keepalives before death */
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135
136
137
138
139
140
141
142
143
144
145
146
147
148
149

151
152
153
154

156
157

159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191

#def i ne LX_TCP_SYNCNT 7 /* Nunber
#def i ne LX TCP LI NGER2 8 [*

#defi ne LX TCP DEFER_ACCEPT 9 /*

#defi ne LX_TCP_W NDOW CLAWP 10 /*
#define LX_TCP_I NFO 11 /*

#def i ne LX_TCP_QUI CKACK 12 /*

/*

* Options for use with [gs]etsockopt
* | PPROTO_| GWP

of SYN retransmts */

Life time of orphaned FIN-WAIT-2 state */
Wake up listener only when data arrive */
Bound advertised w ndow */

I nformati on about this connection. */
Bock/ reenabl e qui ck ACKs. */

at the I GW |evel.

*
/
#defi ne LX_| GW_M NLEN 8
#define LX_| GW_MAX_HOST_REPORT_DELAY 10
#defi ne LX IGNP HCBT MEMBERSHI P_ > QUERY 0x11
#def i ne LX_| GW_HOST_MEMBERSHI P_REPORT 0x12
#define LX_| GW_DVNRP 0x13
#define LX_| GW_PIM 0x14
#define LX_| GW_TRACE 0x15
#define LX_| GW_HOST_NEW MEMBERSHI P_REPORT 0x16
#define LX_| GW_HOST_LEAVE MESSAGE 0x17
#define LX_| GW_MIRACE_RESP Oxle
#define LX_| GWP_MIRACE Oox1f
/*

*/ Options for use with [gs]etsockopt at the SOL_SOCKET |evel .

*
#defi ne LX_SOL_SOCKET 1
#define LX_SCM Rl GHTS 1
#defi ne LX_SCM CRED 2
#defi ne LX_SO DEBUG 1
#defi ne LX_SO_REUSEADDR 2
#define LX_SO TYPE 3
#defi ne LX_SO ERROR 4
#def i ne LX_SO_DONTROUTE 5
#defi ne LX_SO BROADCAST 6
#def i ne LX_SO SNDBUF 7
#defi ne LX_SO_RCVBUF 8
#defi ne LX_SO KEEPALI VE 9
#define LX_SO_OO0BI NLI NE 10
#define LX_SO NO CHECK 11
#define LX_SO PRIORI TY 12
#define LX_SO LI NGER 13
#defi ne LX_SO_BSDCOVPAT 14
/* To add :#define LX_SO _REUSEPORT 15 */
#define LX_SO PASSCRED 16
#def i ne LX_SO_PEERCRED 17
#defi ne LX_SO_RCVLOMNAT 18
#define LX_SO_SNDLOMAT 19
#define LX_SO RCVTI MEO 20
#defi ne LX_SO SNDTI MEO 21
/* Security levels - as per NRL IPv6 - don’t actually do anything */
#defi ne LX_SO _SECURI TY_AUTHENTI CATI ON 22
#define LX_SO SECURI TY_ENCRYPTI ON_TRANSPORT 23
#defi ne LX_SO SECURI TY_ENCRYPTI ON_NETWORK 24
#defi ne LX_SO_BI NDTODEVI CE 25
/* Socket filtering */
#define LX_SO ATTACH FI LTER 26
#def i ne LX_SO DETACH_FI LTER 27
#def i ne LX_SO_PEERNAVE 28
#define LX_SO_TI MESTAMP 29
#define LX_SCM TI MESTAMP LX_SO_TI MESTAMP
#defi ne LX_SO_ACCEPTCONN 30

| *
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194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216

218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236

238
239
240
241
242
243
244
245
246

248
249
250
251
252

254

* Li nux
* These
*
* These
* The f
*/

#defi ne
#defi ne
#def i ne
#defi ne
#defi ne
#defi ne
#def i ne
#defi ne
#defi ne
#defi ne
#def i ne
#defi ne
#defi ne
#defi ne
#def i ne
#defi ne
#defi ne

| *

socketcal | indices.

constitute all

systemcalls are called via a single systemcall

17 socket

rel ated systemcalls

socketcal | ().

irst arg being the endex of the systemcall

LX_SOCKET
LX_BI ND
LX_CONNECT
LX_LI STEN
LX_ACCEPT
LX_GETSOCKNANE
LX_GETPEERNANE
LX_SOCKETPAI R
LX_SEND
LX_RECV
LX_SENDTO
LX_RECVFROM
LX_SHUTDOWN
LX_SETSOCKOPT
LX_GETSOCKCOPT
LX_SENDVEG
LX_RECVMSG

©CONOURWNE

type

* Linux socket flags for use with recv(2)/send(2)/recvimsg(2)/sendnmsg(2)

*/
#defi ne
#def i ne
#def i ne
#defi ne
#defi ne
#defi ne
#def i ne
#defi ne
#defi ne
#defi ne
#def i ne
#defi ne
#defi ne
#defi ne
#defi ne
#defi ne

struct |

1%

struct |

}s
#i f def

255 }

256

258
259

#endi f

#endi f
#endi f /

—~———— — — —

* Ok kR Ok Ok ¥

optional address */

size of address */
scatter/gather array */

# elenents in nsg_iov */
ancillary data */

ancillary data buffer len */
flags on received nessage */

LX_MSG_0OB 1
LX_MSG_PEEK 2
LX_MSG_DONTROUTE 4
LX_MSG_CTRUNC 8
LX_MSG_PROXY 0x10
LX_MSG_TRUNC 0x20
LX_MSG_DONTWAI T 0x40
LX_MBG_EOR 0x80
LX_M5G_WAI TALL 0x100
LX_MSG_FI N 0x200
LX_MSG_SYN 0x400
LX_MSG_CONFI RM 0x800
LX_MSG_RST 0x1000
LX_MBG_ERRQUEUE 0x2000
LX_MSG_NOSI GNAL 0x4000
LX_MSG_MORE 0x8000
x_nmsghdr {

voi d *meg_nane;
sockl en_t nsg_nanel en;
struct iovec *meg_i ov;

int nsg_i ovl en;

voi d *meg_control;
sockl en_t nsg_control |l en;
int nmsg_f1l ags;
x_ucred {

pid_t | xu_pi d;

I x_uid_t | xu_ui d;
Ix_gid_t | xu_gi d;

__cpl uspl us

/* _SYS LX SOCKET_H */
* 1 codereview */
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1/*
CDDL HEADER START

information:

CDDL HEADER END

[
w
® Ok ok R F Rk ok Sk Ok b Sk Ok R ok Ok Rk Ok % 3k
—~

/

26 #ifndef _SYS LX STAT H
27 #define “SYS LX_STAT_H

29 #pragma ident " %Y U %

31 #ifdef _ cplusplus
32 extern "C' {
33 #endi f

35 #include <sys/I|x_types. h>
36 #include <sys/stat.h>

38 #define LX_MAJORSH FT

39 #define LX_M NORVASK

40 #define LX_MAKEDEVI CE(| x_maj ,
41 ((Tx_dev_t) ((I'x_maj) <

43 #define LX_GETMAJOR(| x_dev)
44 #define LX_GETM NOR(| x_dev)

46 #undef st_atine
47 #undef st_ntine
48 #undef st_ctine

50 struct |Ix_stat {

51 | x_dev16_t
52 uint16_t

53 I x_ino_t

54 | x_nodel6_t
55 uint16_t

56 | x_ui d16_t
57 | x_gi d16_t
58 | x_devi16_t
59 uint16_t

60 I x_off_t

61 | x_bl ksi ze_t

|
<

The contents of this file are subject to the ternms of the
Common Devel opment and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific | anguage governi ng perm ssions

and limtations under the License.

When distributing Covered Code, include this CDDL HEADER i n each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
Portions Copyright [yyyy] [name of copyright owner]

Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
Use is subject to license terns.

%E% SM "

8

((1 << LX_MAJORSHI FT) - 1)

X_m n) \

[X MAJORSHI FT | ((Ix_min) & LX_M NORMASK)))

((lx_dev) >> LX MAJORSHI FT)
((1x_dev) & LX_M NORMASK)

st _dev;
st _padi;
st _i no;
st _node;
st _nli nk;
st _uid;
st_gid;
st _rdev;
st _pad2;
st _si ze;
st _bl ksi ze;
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62 I x_bl kent _t

63 struct |x_tinmespec
64 struct |x_tinmespec
65 struct |x_timespec
66 ui nt 32_t

67 ui nt 32_t

68 };

70 struct |x_stat64 {

71 I x_dev_t

72 ui nt 32_t

73 I x_ino_t

74 | x_node_t

75 uint_t

76 I x_uid_t

77 I x_gid_t

78 | x_dev_t

79 ui nt 32_t

80 Ix_off64 t

81 I x_bl ksi ze_t

82 I x_bl kent 64_t

83 struct |x_tinmespec
84 struct |x_timespec
85 struct | x_timespec
86 I x_ino64_t

87 };

89 extern int Ix_stat_init(void);

91 #ifdef
92 }
93 #endi f

__cplusplus

95 #endif /* _SYS LX STAT_H */
96 #endif /* ! codereview */

st _bl ocks;
st _ati me;
st_ntime;
st_ctime;
st _pad3;
st _pad4;

st _dev;

st _padi;
st_smal | _i no;
st _node;

st _nl i nk;
st _ui d;
st_gid;

st _rdev;

st _pad2;

st _si ze;

st _bl ksi ze;
st _bl ocks;
st _atime;
st_ntime;
st_ctime;
st _i no;
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1/*

[
w
® Ok ok R F Rk ok Sk Ok b Sk Ok R ok Ok Rk Ok % 3k
—~

CDDL HEADER START

The contents of this file are subject to the ternms of the
Common Devel opment and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific | anguage governi ng perm ssions

and limtations under the License.

When distributing Covered Code, include this CDDL HEADER i n each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
Use is subject to license terns.

26 #ifndef _LX STATFS H
27 #define _LX_STATFS H

29 #pragma ident " %Y U % %Y SM "

31 #ifdef _ cplusplus
32 extern "C' {
33 #endi f

35 extern int Ix_statfs_init(void);

37 struct Ix_statfs {

38 int f_type;

39 int f _bsi ze;
40 ul ong_t f _bl ocks;
41 ul ong_t f _bfree;
42 ul ong_t f _bavail ;
43 ul ong_t f_files;
44 ul ong_t f_ffree;
45 u_l ongl ong_t f_fsid;

46 int f _nanel en;
47 int f_frsize;
48 int f _spare[5];
49 };

51 struct |x_statfs64 {

52 int f_type;

53 int f _bsi ze;
54 u_l ongl ong_t f bl ocks;
55 u_l ongl ong_t f_bfree;
56 u_l ongl ong_t f _bavail;
57 u_l ongl ong_t f_files;
58 u_l ongl ong_t f _ffree;
59 u_l ongl ong_t f_fsid;

60 int f _nanel en;
61 int f_frsize;

new usr/src/lib/brand/|x/1x_brand/sys/|x_statfs.h

62
63

bs
/*

int

f _spare[5];

* These magic values are taken nostly fromstatfs(2).
&/

#def i
#def i
#def i
#def i
#def i
#def i

ne
ne
ne
ne
ne
ne

#i f def

P
#endi
#endi

#endi f /

f
f

LX_| SOFS_SUPER MAG C
LX_NFS_SUPER MAG C
LX_MBDOS_SUPER MAG C
LX_PROC_SUPER MAG C

LX_UFS_NAG C

LX_DEVPTS_SUPER MAG C

__cpl uspl us

/*
*

_LX_STATFS_H */
coder evi ew */

0x9660
0x6969
0x4d44
0x9f a0
0x00011954
Ox1lcdl
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/*
* CDDL HEADER START
*
* The contents of this file are subject to the terns of the
* Common Devel opnent and Distribution License (the "License").
* You may not use this file except in conpliance with the License.
*
* You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
* or http://ww. opensol ari s. org/os/licensing.
* See the License for the specific |anguage governi ng perm ssions
* and |imtations under the License.
*
* \When distributing Covered Code, include this CDDL HEADER i n each
* file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
* |f applicable, add the follow ng below this CDDL HEADER, with the
* fields enclosed by brackets "[]" replaced with your own identifying
* information: Portions Copyright [yyyy] [name of copyright owner]
*
* CDDL HEADER END
*/
/*
Copyright 2009 Sun Mcrosystens, Inc. Al rights reserved.
* Use is subject to |license terns.
*/
#i fndef _SYS LX SYSCALL H
#define _SYS LX_SYSCALL_H
#if !defined(_ASM

#i ncl ude <sys/types. h>
#i ncl ude <sys/procset.h>

#i fdef __cpl uspl us
extern "C' {

#endi f

extern int Ix_install;

extern int |x_openat(uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int | x_nkdirat(uintptr_t, uintptr_t, uintptr_t);

extern int |x_nknodat(uintptr_t, uintptr_t, uintptr_t, uintptr t)

extern int | x_fchownat (uintptr_t, uintptr_t, uintptr_t, uintptr_t, uintptr_t);
extern int | x_futimesat(uintptr_t, uintptr_t, uintptr_t);

extern int |x_fstatat64(uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int |x_unlinkat(uintptr_t, uintptr_t, uintptr_t);

extern int |x_renanmeat(uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int |x_linkat(uintptr_t, uintptr_t, uintptr_t, uintptr_t, uintptr_t);
extern int | x_syminkat(uintptr_t, uintptr_t, uintptr_t);

extern int |x_readlinkat(uintptr_t, uintptr_t, uintptr_t, uintptr_t);
extern int |x_fchnodat (uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int |x_faccessat(uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int |x_stat(uintptr_t, uintptr_t);

extern int |x_fstat(uintptr_t, uintptr_t);

extern int |x_|Istat(uintptr_t, uintptr_t);

extern int |x_stat64(uintptr_t, uintptr_t);

extern int |x_fstat64(uintptr_t, uintptr_t);

extern int |Ix_lstat64(uintptr_t, uintptr_t);

extern int Ix_fentl(uintptr_t, uintptr_t, uintptr_t);
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98
100

102
103
104
105
106
107
108
109
110
111

113
114
115
116
117
118

120
121

123
124
125
126
127

extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int
extern int

struct

I x_fentl 64(uintp t _t, uintptr_t, uintptr_t);

I x_flock(uintptr_| uintptr_t);

| x_open( ui ntptr_t, uintptr_t, uintptr_t);
I'x_readdir(uintptr_t, uintptr_t, uintptr_t);

I x_getdents64(uintptr_t, uintptr_t, uintptr_t);

| x_get pi d(voi d);

| x_execve(uintptr_t, uintptr_t, uintptr_t);

| x_dup2(uintptr_t, ui ntptr_t);

I x_ioctl(uintptr_t, uintptr_t, uintptr_t);

I x_vhangup(voi d);

I x_read(uintptr_t, uintptr_t, uintptr_t);

| x_readv(uintptr_t, uintptr_t, uintptr_t);

Ix_writev(uintptr_t, uintptr_t, uintptr_t);

| x_pread64(uintptr_t, uintptr_t, uintptr_t, uintptr_ uintptr_t);
I x_pwite64(uintptr_t, uintptr_t, uintptr_t, uintptr uintptr_t
I x_socketcal | (uintptr_t, ui nt ptr_t);

| x_select(uintptr_t, uintptr_ uintptr_t, uintptr_t, uintptr_t);
I'x_pol | (uintptr_t, uintptr_t, uintptr_t);

| x_oldgetrlimt(uintptr_t, uintptr _t);

Ix_getrlimt(uintptr_t, ulntptr_t),

Ix_setrlimt(uintptr_t, uintptr_t);
I x_gettineofday(uintptr_t, uintptr_t);
| x_settimeof day(uintptr_t, uintptr_t);
| x_getrusage(uintptr_t, ui ntptr _t)

I x_mknod(uintptr_t, uintptr_| uintptr_t);
| x_get pgrp(void);

I x getpgld(umtptr _t);

| x_setpgid(uintptr_t, uintptr_t);

| x_getsid(uintptr_t);

| x_setsid(void);

| x_setgroups(uintptr_t, uintptr_t);

I x_waitpid(uintptr_t, uintptr_t, uintptr_t);

I x_waitid(uintptr_t, uintptr_t, uintptr_t, uintptr_t);
I x_wait4(uintptr_t, uintptr_t, uintptr_t, uintptr_t);
| x_get ui d16(voi d);

| x_get gi d16(voi d);

| x_get eui d16(voi d);

| x_get egi d16(voi d);

| x_get eui d(voi d);

| x_get egi d(voi d);

| x_getresui d16(uintptr_t, uintptr_t, uintptr_t);

| x_getresgi d16(uintptr_t, uintptr_t, uintptr_t);

I x_getresuid(uintptr_t, uintptr_t, uintptr_t);

I x_getresgid(uintptr_t, uintptr_t, uintptr_t);

| x_setui d16(uintptr_t);

| x_setreui d16(uintptr_t, uintptr_t);

I x_setregi d16(uintptr_t, uintptr_t);

| x_setgi d16(uintptr_t);
| x_setfsuidl6(uintptr t)
| x_setfsgidl6(uintptr_t);

| x_setfsuid(uintptr_t);
I x_setfsgid(uintptr_t);

I x_cl ock_settine(int,
I x_clock_gettinme(int, struct timespec *);

I x_clock_getres(int, struct tinmespec *);

I x_cl ock_nanosl eep(int, int flags, struct tinmespec *,
ti nespec *);

struct timespec *);
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130
131
132

134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151

153
154
155
156
157
158

160
161

163
164
165

167
168
169

171
172
173
174
175
176
177
178
179
180
181

183
184
185

187
188
189
190

192
193

extern int | x_truncate(uintptr_t, uintptr_t);

extern int | x_ftruncate(uintptr_t, uintptr_t);

extern int |x_truncate64(ui ntptr_, uintptr_t, uintptr_t);

extern int | x_ftruncate64(uintptr_t, uintptr_t, uintptr_t);

extern int |x_sysctl(uintptr_t);

extern int | x_fsync(uintptr_t);

extern int |x_fdatasync(uintptr_t);

extern int |x_pipe(uintptr_t);

extern int Ix_link(uintptr_t, uintptr_t);

extern int | x_unlink(uintptr_t);

extern int Ix_rndir(uintptr_t);

extern int |x_chownl6(uintptr_t, uintptr_t, uintptr_t);

extern int | x_fchownl6(uintptr_t, uintptr_t, uintptr_t);

extern int |x_lchownl6(uintptr_t, uintptr_t, uintptr_t);

extern int | x_chown(uintptr t, uintptr_t, uintptr_t);

extern int | x_fchown(uintptr_t, uintptr_t, uintptr_t);

extern int |x_chmod(uintptr_t, uintptr_t);

extern int |x_renanme(uintptr _t, uintptr_t);

extern int | x_utinme(uintptr_t, uintptr_t);

extern int |x_lIseek(uintptr _t, uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int |Ix_|lseek(uintptr_t, uintptr_t, uintptr_t);

extern int | x_sysfs(uintptr_t, uintptr_t, uintptr_t);

extern int |x_getcwd(uintptr_t, uintptr_t);

extern int |x_uname(uintptr_t);

extern int | x_reboot (uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int |x_getgroupsl6(uintptr_t, uintptr_t);

extern int |x_setgroupsl6(uint ptr_ , uintptr_t);

extern int |x_personality(uintptr_t);

extern int |x_query_nodul e(uintptr_t, uintptr_t, uintptr_t, uintptr_t,
uintptr_t);

extern int Ix_tinme(uintptr_t);

extern int |x_times(uintptr t)

extern int |x_setitimer(uintptr_t, uintptr_t, uintptr_t);

extern int |Ix_clone(uintptr_t, uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int |Ix_exit(uintptr_t);

extern int |x_group_exit(uintptr_t);

extern int | x_mock(uintptr_t, uintptr_t);

extern int |x_mockall (uintptr_t);

extern int | x_munlock(uintptr_t, uintptr_t);

extern int | x_munlockal | (void);

extern int |x_msync(uintptr_t, ui ntptr_t, uintptr_t);

extern int | x_madvise(uintptr_t, uintptr_t, uintptr_t);

extern int | x_nprotect(uintptr_t, uintptr_t, ui ntptr_t);

extern int | x_mmap(uintptr_t, uintptr_t, uintptr_t, uintptr_t, uintptr_t,
uintptr_t);

extern int I x_mmap2(uintptr_t, uintptr_t, uintptr_t, uintptr_t, uintptr_t,
uintptr_t);

extern int |x_mount(uintptr _, uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int |x_unount(uintptr_t);

extern int | x_umount2(uintptr_t, uintptr_t);

extern int |x_statfs(uintptr_t, uintptr_t);

extern int Ixfstatfs(ulntptr_ uintptr_t),

extern int |x_statfs64(uintptr_t, uintptr_t, uintptr_t);

extern int |x fstatf564(U|ntpt uintptr_t, uintptr_t);

extern int |x_sigreturn(void);

extern int Ix_rt_sigreturn(void);
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194
195
196
197
198
199
200
201
202
203
204
205
206
207

209

211
212

214
215
216

218
219

221
222

224
225
226

228
229

233
234
235
236
237
238
239
240
241

243
245
247
249

251
252
253
254
255
256
257
258
259

extern int |x_signal (uintptr_t, uintptr_t);

extern int |x_sigaction(ui ntptr_ uintptr_t, uintptr_t);

extern int Ix_rt_5|gact|on(umtptr_t uintptr_t, uintptr_t, uintptr_t);

extern int |x_sigaltstack(uintptr_t, uintptr_t);

extern int |x_sigpending(uintptr_t);

extern int |x_rt_sigpending(uintptr_t, uintptr_t);

extern int |x_sigprocmask(uintptr_t, uintptr_t, uintptr_t);

extern int | x_rt_sigprocmask(uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int |x_sigsuspend(uintptr_t);

extern int |x_rt_sigsuspend(uintptr_t, uintptr_t);

extern int |Ix_sigwaitinfo(uintptr_t, uintptr_t);

extern int Ix_rt_sigwaitinfo(uintptr_t, uintptr_t, uintptr_t);

extern int |x_sigtinmedwait(uintptr_t, uintptr_t, uintptr_t);

extern int Ix_rt_sigtimedwait(uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int |x_sync(void);

extern int | x_futex(uintptr_t, uintptr_t, uintptr_t, uintptr_t, uintptr_t,
uintptr_t);

extern int Ix _tkill(uintptr_t, uintptr_t, uintptr_t, uintptr_t, uintptr_t,
uintptr_t);

extern int Ix _tgkill(uintptr_t, uintptr_t, uintptr_t);

extern int |x_sethostnane(uintptr_t, uintptr_t);

extern int |x_setdomai nname(uintptr_t, uintptr_t);

extern int |Ix_sendfile(uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int | x_sendfile64(uintptr_t, umtptr_t, uintptr_t, uintptr_t);

extern int |x_fork(void);

extern int |x_vfork(void);

extern int |x_exec(uintptr_t, uintptr_t, uintptr_t);

extern int |x_getpriority(uintptr_t, uintptr_ );

extern int |Ix_setpriority(uintptr_t, uintptr_t, uintptr_t);

extern int |x_ptrace(uintptr_t, uintptr_t, uintptr_t, uintptr_t);

extern int |x_sched_getaffinity(uintptr_t, uintptr_t, uintptr_t);

extern int |x_sched_setaffinity(uintptr_t, uintptr_t, uintptr_t);

extern int |x_sched_getparan(uintptr_t, uintptr_t);

extern int |x_sched_setparan(uintptr_t, uintptr_t);

extern int |x_sched_rr_get_interval (uintptr_t pid, uintptr_t);

extern int |x_sched_getschedul er(uintptr_t);

extern int |x_sched_setschedul er(uintptr_t, uintptr_t, uintptr_t);

extern int |x_sched_get_priority_min(uintptr_t);

extern int |x_sched_get_priority_max(uintptr_t);

extern int |x_keyctl (void);

extern int |Ix_ipc(uintptr_t, uintptr_t, uintptr_t, uintptr_t, uintptr_t);

#endi f /* !defined(_ASM

#def i ne EBP_HAS_ARGS 0x01

/*

* Linux syscall nunbers

*/

#define LX_SYS exit 1

#define LX_SYS_ fork 2

#defi ne LX_SYS read 3

#define LX SYS wite 4

#define LX_SYS open 5

#define LX_SYS cl ose 6
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#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
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ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne

LX_SYS wai tpid
LX_SYS cr eat
LX_SYS_|ink
LX_SYS_unl i nk
LX_SYS execve
LX_SYS chdi r
LX_SYS_ tine
LX_SYS_mknod
LX_SYS chnod
LX_SYS | chown
LX_SYS break
LX_SYS ol dst at
LX_SYS | seek
LX_SYS get pi d
LX_SYS_nount
LX_SYS_unount
LX_SYS_setuid
LX_SYS_ _get ui d
LX_SYS_stine
LX_SYS_ptrace
LX_SYS alarm
LX_SYS ol df st at
LX_SYS pause
LX_SYS_utinme
LX_SYS stty
LX_SYS gtty
LX_SYS_access
LX_SYS_ni ce
LX_SYS ftinme
LX_SYS_sync
LX_SYS kil |
LX_SYS renane
LX_SYS_mkdi r
LX_SYS rndir
LX_SYS dup
LX_SYS pi pe
LX_SYS tines
LX_SYS pr of
LX_SYS brk
LX_SYS setgid
LX_SYS getgid
LX_SYS si gnal
LX_SYS geteuid
LX_SYS getegid
LX_SYS acct
LX_SYS_unount 2
LX_SYS | ock
LX_SYS i oct |
LX_SYS_fcntl
LX_SYS_npx
LX_SYS setpgid
LX_SYS ulimt
LX_SYS ol dol dunane
LX_SYS umask
LX_SYS chr oot
LX_SYS ust at
LX_SYS dup2
LX_SYS_get ppi d
LX_SYS_get pgrp
LX_SYS setsid
LX_SYS_si gacti on
LX_SYS_sget mask
LX_SYS_sset mask
LX_SYS setreuid
LX_SYS_. _setregid
LX_SYS_si gsuspend

h
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#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne

LX_SYS_si gpendi ng
LX_SYS_set host nane
LX_SYS_setrlinit
LX_SYS_getrlinit
LX_SYS getrusage
LX_SYS_get t i meof day
LX_SYS_set ti meof day
LX_SYS_get gr oups
LX_SYS set gr oups
LX_SYS_sel ect
LX_SYS_syni i nk
LX_SYS_ ol dl st at
LX_SYS readl i nk
LX_SYS_uselib
LX_SYS_swapon
LX_SYS_r eboot
LX_SYS readdir
LX_SYS_mmap
LX_SYS_munnap
LX_SYS_truncat e
LX_SYS ftruncate
LX_SYS fchnod
LX_SYS fchown
LX_SYS_getpriority
LX_SYS setpriority
LX_SYS profil
LX_SYS_statfs
LX_SYS fstatfs
LX_SYS_i operm
LX_SYS_socket cal |
LX_SYS_. _sysl og
LX_SYS_seti timer
LX_SYS getitinmer
LX_SYS_st at
LX_SYS_| st at
LX_SYS fstat
LX_SYS ol dunane
LX_SYS i opl
LX_SYS_vhangup
LX_SYS idle
LX_SYS_vns6ol d
LX_SYS_wai t 4
LX_SYS swapof f
LX_SYS_sysinfo
LX_SYS_i pc

LX_SYS_f sync
LX_SYS sigreturn
LX_SYS cl one

LX_SYS_set domai nnanme

LX_SYS_unane
LX_SYS nodi fy_|dt
LX_SYS adj ti mex
LX_SYS_npr ot ect
LX_SYS si gpr ocnask

LX_SYS creat e_nodul e

LX_SYS_ i nit _nodul e

LX_SYS_del et e_nodul e
LX_SYS_get _kernel _syns

LX_SYS_quot act |
LX_SYS get pgi d
LX_SYS fchdir
LX_SYS_sysfs
LX_SYS_set fsuid
LX_SYS setfsgid
LX_SYS | | seek
LX_SYS getdents

141

h
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392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431
432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457

#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne

LX_SYS newsel ect
LX_SYS_fl ock
LX_SYS_msync

LX_SYS_r eadv

LX_SYS writev
LX_SYS_getsid

LX_SYS_f dat async
LX_SYS_sysct |

LX_SYS nl ock

LX_SYS nunl ock
LX_SYS ml ockal |
LX_SYS_nunl ockal |
LX_SYS_sched_set par am
LX_SYS_sched_get par am

142
143
144
145
146
147
148
149
150
151
152

LX_SYS_sched_set schedul er
LX_SYS_sched_get schedul er

LX_SYS sched_yi el d

LX_SYS_sched_get _priority_max
LX_SYS_sched_get _priority mn

LX_SYS_sched rr_get i nterval

LX_SYS nanosl eep
LX_SYS_nr emap
LX_SYS_setresuid
LX_SYS_getresuid
LX_SYS pol |

LX_SYS setresgid
LX_SYS _getresgid
LX_SYS prct |
LX_SYS_rt_sigreturn
LX_SYS_rt_sigaction
LX_SYS_rt_si gpr ocrmask
LX_SYS_rt_S| gpendi ng
LX_SYS rt_sigtinedwait
LX_SYS_rt_si gqueuei nf o
LX_SYS_rt_si gsuspend
LX_SYS pread

LX_SYS pwite

LX_SYS _chown

LX_SYS get cwd

LX_SYS capget

LX_SYS capset
LX_SYS si gal t st ack
LX_SYS sendfile
LX_SYS get pnsg
LX_SYS_put pnsg
LX_SYS vfork

LX_SYS ugetrlimt
LX_SYS nmmap2
LX_SYS_t runcat e64
LX_SYS_ftruncat e64
LX_SYS_st at 64
LX_SYS_| st at 64
LX_SYS_f st at 64
LX_SYS_I chown32
LX_SYS get ui d32
LX_SYS get gi d32
LX_SYS_get eui d32
LX_SYS_get egi d32
LX_SYS_setreui d32
LX_SYS setregi d32
LX_SYS get gr oups32
LX_SYS_set gr oups32
LX_SYS_f chown32
LX_SYS_set r esui d32
LX_SYS_get resui d32
LX_SYS_setresgi d32

162
163
164
165
168
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210

153
154
155
156
157
158
159
160
161

h

new usr/src/lib/brand/|x/1x_brand/sys/|x_syscall.h

458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523

#def i ne LX_SYS_getresgi d32 211
#define LX_SYS chown32 212
#define LX_SYS set ui d32 213
#define LX_SYS set gi d32 214
#define LX_SYS_set fsui d32 215
#define LX_SYS _set f sgi d32 216
#define LX_SYS nincore 218
#define LX_SYS madvi se 219
#def i ne LX_SYS_get dent s64 220
#define LX_SYS fcntl 64 221
#define LX_SYS gettid 224
#define LX_SYS_readahead 225
#define LX_SYS setxattr 226
#define LX_SYS |setxattr 227
#define LX_SYS fsetxattr 228
#define LX_SYS getxattr 229
#define LX _SYS_ | getxattr 230
#define LX_SYS | _fgetxattr 231
#define LX_SYS |istxattr 232
#define LX_SYS | listxattr 233
#define LX_SYS_flistxattr 234
#define LX_SYS renovexattr 235
#define LX_SYS | renpvexattr 236
#define LX_SYS_frenovexattr 237
#define LX_SYS_ tkill 238
#defi ne LX_SYS_sendfil e64 239
#defi ne LX_SYS_f ut ex 240
#define LX_SYS_sched_setaffinity

#define LX_SYS_sched_getaffinity

#define LX_SYS_set _thread_area 243
#define LX_SYS get _thread_area 244
#define LX_SYS fadvi se64 250
#define LX_SYS exit_group 252
#define LX_SYS remap_fil e_pages 257
#define LX_SYS set_tid_address 258
#define LX_SYS tiner_create 259
#define LX_SYS_ tiner_settine 260
#define LX _SYS_tiner_gettine 261
#define LX_SYS timer_getoverrun 262
#define LX_SYS_tiner_delete 263
#define LX_SYS cl ock_settine 264
#define LX_SYS cl ock_gettine 265
#define LX_SYS cl ock_getres 266
#define LX_SYS cl ock_nanosl eep 267
#define LX SYS tgkill 270
/* the fol I owing syscalls are for 2.
#define LX_SYS utines 271
#define LX_SYS fadvi se64_64 272
#define LX_SYS vserver 273
#defi ne LX_SYS nbind 274
#def i ne LX_SYS_get _nenpol icyd 275
#defi ne LX_SYS_set _nenpolicy 276
#defi ne LX_SYS_ny_open 277
#def i ne LX_SYS_ng_unlink 278
#define LX_SYS_ny_tinmedsend 279
#define LX_SYS ng_tinmedreceive 280
#define LX_SYS ny_notify 281
#define LX_SYS ny_getsetattr 282
#define LX_SYS kexec_| oad 283
#define LX _SYS waitid 284
#define LX_SYS setal troot 285
#define LX_SYS add_key 286
#define LX_SYS request _key 287
#define LX_SYS _keyct | 288
#define LX_SYS i oprio_set 289
#define LX_SYS i oprio_get 290

241
242

6 and |l ater

kernels */
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524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549
550

552
554

556
551

#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i
#def i

ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne

#i f def
553 }

#endi
#endi

f
f

LX_SYS inotify_init 291
LX_SYS inotify_add_watch

LX_SYS inotify_rmwatch 293
LX_SYS mi grat e_pages 294

LX_SYS openat 295
LX_SYS_nkdi r at 296
LX_SYS_nknodat 297
LX_SYS f chownat 298
LX_SYS futi nesat 299
LX_SYS f st at at 64 300
LX_SYS_unl i nkat 301
LX_SYS renaneat 302
LX_SYS | i nkat 303
LX_SYS sym i nkat 304
LX_SYS readl i nkat 305
LX_SYS fchnodat 306
LX _SYS faccessat 307
LX_SYS psel ect 6 308
LX_SYS ppol | 309
LX_SYS unshare 310
LX SYS set_robust_list 311
LX SYS get_robust_list 312
LX_SYS splice 313
LX_SYS sync_file_range 314
LX_SYS tee 315
LX_SYS vnsplice 316
LX_SYS nove_pages 317

__cplusplus

/* _SYS_LX SYSCALL_H */

#endif /* | codereview */

292
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.

7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 =

*

CDDL HEADER END
/

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.
25 */

27 #ifndef _LX SYSV_IPC H
28 #define _LX SYSV_IPC H

30 #pragne ident " %YW % % %E% SM "

32 #ifdef __cplusplus
33 extern "C' {

34 #endif

36 /*

37 * meg-related definitions.

38 */

39 #define LX_| PC_CREAT 00001000
40 #define LX_| PC_EXCL 00002000
41 #define LX_|PC_NOMI T 00004000
43 #define LX IPC RM D 0

44 #define LX_| PC_SET 1

45 #define LX_| PC_STAT 2

46 #define LX_| PC_I NFO 3

48 #define LX_| PC 64 0x0100
50 #define LX_SEMOP 1

51 #define LX_SEMGET 2

52 #define LX_SEMCTL 3

53 #define LX_MSGSND 11

54 #define LX_MSGRCV 12

55 #define LX_MSGCGET 13

56 #define LX_MSGCTL 14

57 #define LX_SHVAT 21

58 #define LX_SHVDT 22

59 #define LX_SHVGET 23

60 #define LX_SHVCTL 24
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62 #define LX_MSG STAT 11
63 #define LX_MSG | NFO 12

65 #define LX_MSG NOERROR 010000

67 /*

68 * Linux hard codes the nmaxi mum nsgbuf l[ength to be 8192 bytes.
69 */

70 #define LX_MSGVAX 8192

72 struct |x_ipc_perm{

73 key_t key;

74 uid_t ui d;

75 ui d_t gi d;

76 ui d_t cui d;

77 ui d_t cgid;

78 ushort _t node;

79 ushort _t _padil;

80 ushort _t seq;

81 ushort _t _pad2;

82 ul ong_t _unused1;

83 ul ong_t _unused2;

84 };

86 struct | x_nsqid_ds {

87 struct |x_ipc_perm nsg_perm
88 tinme_t msg_stinme;
89 ul ong_t _unusedl;
90 tinme_t neg_rtine;
91 ul ong_t _unused2;
92 tinme_t msg_ctinme;
93 ul ong_t _unuseds3;
94 ul ong_t nmsg_chbyt es;
95 ul ong_t nsg_qnum
96 ul ong_t msg_gbyt es;
97 pid_t msg_|l spi d;
98 pid_t msg_|l rpid;
99 ul ong_t _unused4;
100 ul ong_t _unused>;
101 };
103 struct | x_nmsginfo {
104 int nmsgpool ;
105 i nt nsgnap;
106 int nsgnax;
107 int nsgmb;
108 int nsgmi ;
109 int nBQgssz;
110 int nsgtql ;
111 ushort _t nsgseg;
112 };
114 /*
115 * senmmphore-rel ated definitions.
116 */
117 #define LX _GETPID 11
118 #define LX GETVAL 12
119 #define LX GETALL 13
120 #define LX_GETNCNT 14
121 #define LX GETZCNT 15
122 #define LX SETVAL 16
123 #define LX SETALL 17
124 #define LX_SEM STAT 18
125 #define LX_SEM | NFO 19
126 #define LX_SEM UNDO 0x1000

127 #define LX_SEMVMX 32767

Real ly.
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129 struct

130
131
132
133
134
135
136
137
138

140
141
142
143
144
145
146
147
148
149
150
151

153
154
155
156
157
158
159

161
162
163
164
165
166
167

169
170
171
172

174
175
176
177
178
179
180
181
182
183
184
185
186
187
188

190
191
192
193

struct

1%

I x_sem d_ds {

struct |x_ipc_perm

tinme_t
ul ong_t
tine_t
ul ong_t

I x_sem nfo {
int semmap;
nt semmi ;
nt semms;
nt semmu;
nt semsl ;
nt senopm
nt senuneg;
nt senusz;
nt senmvnx;

i
i
i
i
i
i
i
i
i
int semaem

uni on | x_semun {

1%
/*

int val;

struct |x_sem d_

ushort_t *sens;

sem _perm
sem oti ne;
_unusedl;
sem cti ne;
_unused2;
sem nsens;
_unused3;
_unused4;

ds *sends;

struct | x_sem nfo *info;

uintptr_t dummy;

* shmrel ated definitions
*/

#def i
#def i
#def i
#def i

#def i
#def i
#def i
#def i

ne
ne
ne
ne

ne
ne
ne
ne

struct

s

struct

LX_SHM LOCKED 02000
LX_SHM RDONLY 010000
LX_SHM RND 020000
LX_SHM REMAP 040000
LX_SHM LOCK 11
LX_SHM UNLOCK 12
LX_SHM STAT 13
LX_SHM_| NFO 14

I x_shm d_ds {
struct |x_ipc_perm shm perm
size_t shm segsz;
tinme_t shm ati ne;
ul ong_t _unusedl;
tinme_t shm dti ne;
ul ong_t _unused2;
time_t shm cti me;
ul ong_t _unused3;
pid_t shm cpi d;
pid_t shm | pi d;
ushort _t shm nat t ch;
ul ong_t _unused4;
ul ong_t _unused>;

I x_shm.info {

int used_i ds;

ulong_t shmtot;
ul ong_t shmrss;

new usr/src/lib/brand/|x/1x_brand/sys/|x_sysv_ipc.h

194
195
196
197

199
200
201
202
203
204
205

207

}s

struct

s
#i f def

208 }

209

211
212

#endi f

#endi f
#endi f

ul ong_t shm swp;
ul ong_t swap_attenpts;
ul ong_t swap_successes;

I x_shm nfo {

int shmax;
int shmmi n;
int shmmi ;
int shnseg;
int shmal | ;
__cpl uspl us

/* _LX_SYSV_IPC H */
*

/* 1 codereview */
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.
7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.

10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *

19 * CDDL HEADER END

20 */

22 /*

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #ifndef _SYS LX THREAD H
28 #define _SYS_LX THREAD H

30 #pragne ident " %YW % % %E% SM "
32 #ifdef __cplusplus

33 extern "C' {

34 #endif

36 #include <thread. h>

38 typedef struct Ix_tsd {

39 uintptr_t | xt sd_gs;

40 int | xtsd_exit;

41 int | xtsd_exit_status;

42 ucont ext _t | xt sd_exi t _context;

43 } Ix_tsd_t;

45 extern thread_key_t I x_tsd_key; /* thread-specific Linux %gs val ue */
47 extern void I x_swap_gs(long, long *);

49 #ifdef __cplusplus

50 }

51 #endif

53 #endif /* _SYS_LX_THREAD H */
54 #endif /* ! codereview */




new usr/src/lib/brand/ | x/|x_brand/sys/|x_t hunk_server.h 1

R R R R

3867 Tue Jan 14 16:17:09 2014
new usr/src/lib/brand/|x/1x_brand/sys/|x_t hunk_server.h
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License").

6 * You may not use this file except in conpliance with the License.

7 *

8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END

*/

22 /| *

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.

25 */

27 #ifndef _LX THUNK SERVER H
28 #define _LX_THUNK_SERVER H
30 #pragne ident " %YW % % %E% SM "

32 #ifdef _ cplusplus
33 extern "C' {
34 #endif

36 #include <netdb. h>
37 #include <procfs. h>

39 /*

40 * Binary that should be exec’'d to start up the thunking server

41 */

42 #define LXT_SERVER Bl NARY "I nativel/usr/lib/brand/|x/|x_thunk"
44 | *

45 * \When the thunking server is started it will need to conmunicate
46 * to the client via two fifos. These fifos will be passed to the
47 *

t hunking server via the following file descriptors:
*/

49 #define LXT_SERVER FIFO RD FD 3
50 #define LXT_SERVER FIFOWR FD 4

52 /*
53 * Qperations supported by the thunking server
*/

55 #define LXT_SERVER OP_M N

56 #define LXT_SERVER OP_PI NG

57 #define LXT_SERVER OP_NAME2HOST
58 #define LXT_SERVER OP_ADDR2HOST
59 #define LXT_SERVER OP_NANE2SERV
60 #define LXT_SERVER OP_PORT2SERV
61 #define LXT_SERVER OP_OPENLOG

abhwWNEFR OO
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62 #define LXT_SERVER OP_SYSLOG 6

63 #define LXT_SERVER OP_CLOSELOG 7

64 #define LXT_SERVER OP_MAX 8

66 /*

67 * Macros used to translate pointer into offsets for when they are
68 * being transmtted between the client and server processes.

69 *

70 * NOTE: We're going to add 1 to every offset value. The reason

71 * for this is that some of the pointers we're converting to offsets are
72 * stored in NULL term nated arrays, and if one of the nenbers of

73 * one of these arrays happened to be at the begi nning of the storage
74 * buffer it would have an offset of 0 and when the client tries to
75 * translate the offsets back into pointers it wouldn't be able

76 * to differentiate between the O offset fromthe end of the array.

*/
78 #define LXT_PTR_TO OFFSET(ptr, base) \

79 ((void *)((uintptr_t)(ptr) - (uintptr_t)(base) + 1))
80 #define LXT_OFFSET_TO PTR(of fset, base) \

81 ((void *)((uintptr_t)(offset) + (uintptr_t)(base) - 1))
83 /*

84 * Structures passed to the thunking server via door calls
*

86 typedef struct |xt_server_arg {

87 int | Xt _sa_op;

88 i nt | xt _sa_success;
89 int | Xt _sa_errno;
90 char | xt _sa_data[1];

91 } Ixt_server_arg_t;

93 typedef struct |xt_gethost_arg {

94 struct hostent |Ixt_gh_result;

96 int | xt _gh_h_errno;

98 int | xt _gh_type;

99 i nt | xt _gh_t oken_| en;
100 int I xt _gh_buf _| en;
102 int | xt _gh_storage_| en;
103 char | xt _gh_storage[ 1] ;

104 } |xt_gethost_arg_t;

106 typedef struct |xt_getserv_arg {

107 struct servent |Ixt_gs_result;

109 int | xt _gs_t oken_l en;
110 int | xt_gs_buf_len;

111 char | xt _gs_proto[5];
113 int | xt _gs_storage_| en;
114 char | Xt _gs_storage[1];

115 } Ixt_getserv_arg_t;
117 typedef struct |xt_openl og arg {

118 int I xt _ol _I ogopt ;
119 int | xt _ol faC|I|ty
120 char I xt _ol _ident[128];

121 } | xt_openlog_arg_t;
123 typedef struct |xt_syslog_arg {

124 int I'xt _sl _priority;
125 pid_t | xt_sl _pid;
126 char I xt_sl _pr ognama[ PRFNSZ] ;

127 char I xt _sl _nessage[ 1024] ;
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128 } Ixt_syslog_arg_t;

131 /*

132 * Functions called by the brand library to manage startup of the
133 * thunk server process.

134 */

135 void I xt_server_init(int, char *[]);

136 int |xt_server_pid(int *pid);

137 void | xt_server_exec_check(void);

139 #ifdef _ cplusplus
140
141 #endi f

143 #endif /* _LX _THUNK_SERVER H */
144 #endif /* ! codereview */
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1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 * CDDL HEADER END
20 */
21 /*
22 * Copyright 2006 Sun M crosystens, Inc. All rights reserved.
23 * Use is subject to license terns.

*

/

26 #ifndef _SYS LX TYPES H
27 #define “SYS_LX_TYPES H

29 #pragma ident " %Y U % %Y SM "

31 #ifdef _ cplusplus

32 extern "C' {

33 #endi f

35 #define SHRT_M N (-32768) /* min value of a "short int"
36 #define SHRT_MAX 32767 /* max value of a "short int" */
37 #define USHRT_MAX 65535 /* max of "unsigned short int"
38 #define INT_MN (-2147483647-1) /* mn value of an "int" */

39 #define | NT_MAX 2147483647 /* max value of an "int" */

40 #define U NT_MAX 4294967295U /* max value of an "unsigned int" */
41 #define LONG M N (-2147483647L-1L)

42 /* mn value of a "long int"

43 #defi ne LONG_MAX 2147483647L /* max value of a "long int"

44 #define ULONG MAX 4294967295UL /* max of "unsigned long int"

46 #define LX_SYS_UTS_LN 65

48 struct | x_utsnane {

49 char sysnanme[ LX_SYS_UTS_L N],
50 char nodenane[ LX_SYS _UTS L
51 char rel ease[ LX . SYS UTS [N ;
52 char versi on[ LX_SYS_UTS LN ;
53 char machi ne[ LX_SYS_UTS_LN ;
54 char domai nname[ LX_SYS_UTS_LN];
55 };

57 typedef uint64_t | x_dev_t;

58 typedef uintl16_t | x_dev16_t;

59 typedef uint32_t Ix_ino_t;

60 typedef uint64_t I Xx_i no64_t;

61 typedef uint32_t I'x_uid_t;

*/
*/

*/
*/
*/
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typedef uint16_t | x_uidl6_t;
typedef wuint32_t Ix_gid_t;
typedef uint16_t I x_gi d16_t;
typedef uint32_t I x_off_t;
typedef uint64_t | x_off64_t;
typedef wuint32_t | x_bl ksi ze_t;
typedef uint32_t I x_bl kent _t;
typedef uint64_t | x_bl kent 64_t ;
typedef ul ong_ | x_node_t;
typedef wuint16_t | x_nmodel6_t;

#define LX Ul D16 TO Ul D32( ui d16)
(((uid16) == (Ix_uidi6_t)-1) ? ((Ix uid_t)-1)

#define LX G D16_TO G D32(gi d16) \
(((gid16) == (Ix_gidi6 t)-1) ? ((Ix_gid_t)-1)

(1 x_ui d_t) (ui d16))

(I'x_gid_t)(gidle))
/* Overflow val ues default to NFS nobody. */

#define Ul DL6_OVERFLOW ( (I x
#define G DI6_OVERFLOW ((Ix

/*

* All IDs with high word non-zero are converted to default overflow values to
* avoid inadvertent truncation to zero (root) (!).

*/

_ui d16_t) 65534)
Tgi d16_t ) 65534)

#define LX_U D32_TO Ul D16( ui d32) \
((((ui d32) &OxffffOOOO) =0 2

(I'x u 16 _t)(uid32)) : \
(((uid32) == ((Ix_uid t) 1)) ? ((Ix 16_t)-1) : U D16_OVERFLOW)
#define LX G D32_TO G D16( gi d32) \
((((gid32) &OxffffOOOO) == ? ((Ix g 6 _t)(gid32)) : \
(((gid32) == ((Ix_gid_ t) 1)) ? ((I'x 16_t)-1) : G D16_OVERFLOW)
struct |x_tinmespec {
tine_t ts_sec;
| ong ts_nsec;
Ik
#define LX 32T064(1 o0, hi) \
((uint64_t)((uint64_t)(lo) | ((uint64_t)(hi) << 32)))
#i fdef __ cplusplus
}
#endi f
#endif /* _SYS LX TYPES H */
#endi f /* | codereview *]
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CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

i dent "9Z%b % % %% SM "

include ../../../Makefile.lib

SUBDI RS = $( MACH)
$(BUI LD64) SUBDI RS += $( MACHB4)

LI NT_SUBDI RS = $( MACH)
$(BUTLD64) LI NT_SUBDI RS += $( MACH64)

all := TARGET= al |
clean : = TARCET= cl ean
cl obber : = TARCET= cl obber
install := TARCET= install
lint ;= TARGET= |int

. KEEP_STATE:

all install clean clobber: $(SUBD RS)

lint: $(LI NT_SUBDI RS)

$(SUBDI RS): FRC

@d $@ pwd; $(MAKE) $( TARGET)

FRC:
#endi f /* | codereview */
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1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

22 #

23 # Copyright 2006 Sun M crosystens, Inc. Al rights reserved.

24 # Use is subject to license terns.

25 #

26 # ident "%Z%4W6 % % %% SM "

27 #

29 LI BRARY = | x_nanet oaddr . a

30 VERS = .1

32 COBIS = | x_nanet oaddr. o

33 OBJECTS = $( COBJS)

35 include ../../

/../Makefile.lib

36 include ../../Makefile.lx

38 MAPFI LES = ../ common/ mapfile-vers
39 MAPOPTS = $( MAPFI LES: %=- MY

41 CSRCS = $( COBJS: Y%0=. . / common/ %)
42 SRCS = $( CSRCS)

44 SRCDIR = ../ comon

45 LX_THUNK = ... 11 x_thunk

47 ASFLAGS += -P -D_ASM

48 LDLIBS += -lc -Insl

49 CFLAGS += $( CCVERBGCSE)

50 CPPFLAGS +=
51 DYNFLAGS +=

53 LIBS =

55 LI NTFLAGS +=
56 LI NTFLAGS64 +=

58 CLEANFI LES
59 ROOTLI BDI R
60 ROOTLI BDI R64 =

-D_REENTRANT -1 ../ -1$(LX_THUNK)
$(MAPCPTS) ' - RE$CRI GI N

$( DYNLI B)

$(LX_THUNK) / $(MACH) /| 1§ b-11x_t hunk. I n
$( LX_THUNK) / $( MACHB4) / | 1§ b-1Tx_t hunk. I n

$(DYNLI B)
$( ROOT) / usr /i b/ brand/ | x
$(ROOT) / usr/ i b/ brand/ | x/ $( MACH64)

new usr/src/lib/brand/| x/| x_nanmet oaddr/ Makefile.com
62 . KEEP_STATE:
64 all: $(DYNLIB)
66 lint: |intcheck

68 include ../../../../Makefile.targ
69 #endif /* | codereview */
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CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

i dent "9Z%b % % %% SM "

i nclude ../ Makefile.com
I

i nclude $(SRC)/

i b/ Makefile.lib.64

DYNFLAGS += $( LX_THUNK) / $( MACHB4) / | x_t hunk. so. 1
CLOBBERFI LES = $( ROOTLI BDI R64) / $( DYNLI B) $( ROOTLI BDI R64)/ $( LI NTLI B)

install: all $(ROOTLI BS64)
#endif /* | codereview */
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1/*

2 * CDDL HEADER START

3 *

4 * The contents of this file are subject to the terms of the

5 * Common Devel opnent and Distribution License (the "License")

6 * You may not use this file except in conpliance with the License

7 *

8 * You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing

10 * See the License for the specific |anguage governi ng permn ssions
11 * and limtations under the License

12 =

13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE
15 * |f applicable, add the follow ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 =*

19 * CDDL HEADER END
20 */
22 | *
23 * Copyright 2006 Sun Mcrosystenms, Inc. Al rights reserved
24 * Use is subject to license terns.
25 */

27 #pragma i dent " Y96 A % %E% SM "

29 /

30 BrandZ | x name services translation library

31

32 This library is specified as the default nane services translation
33 library in a customnetconfig(4) file that is only used when runni ng
34 native solaris processes in a Linux branded zone

35)

36 What this neans it that when a native solaris process runs in a

37 Li nux branded zone and issues a name service request to |libnsl.so
38 (either directly or indirectly via any libraries the program may
39 be linked against) libnsl.so will dlopen(3c) this library and cal
40 into it to service these requests

41

42 This library is in turn |inked against |x_thunk.so and will attenpt

to call interfaces
functions that are
same signature and

46 interfaces

47

48 Native Interface
49 * oo
50 get host bynane_
51 get host byaddr _
52 get servbynane_|
53 get servbyport
54

55

56 | xt _debug

57

58 interface and that

IS
(&
EE I I I I N T R I R SR R R I R

messages or out put
/

in |Ix_thunk.so to resolve these requests. The
called in I x_thunk.so are designed to have the
behavi or as the existing solaris name service

The nane services interfaces we call are:

-> | x_thunk.so Interface

- e > m e e e e e e e e e m——
r -> | xt _get host bynane_r
r -> | xt _get host byaddr _r
r -> | xt _get servbyname_r
_r -> | xt _getservbyport _r

This library al so uses one additional interface fromlx_thunk.so

I nf ormati on debuggi ng nmessages are sent to | x_thunk.so via this

l'ibrary can decided if it wants to drop the
them somewher e
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111

113
114
115
116
117
118

120
121
122
123
124
125
126

#i ncl ude <assert.h>

#i ncl ude <dl fcn. h>

#i ncl ude <errno. h>
#include <fcntl.h>

#i ncl ude <netdb. h>

#i ncl ude <netdir. h>

#i ncl ude <nss_dbdefs. h>
#i ncl ude <rpc/clnt. h>
#i ncl ude <stdarg. h>

#i ncl ude <stdio. h>

#i ncl ude <stdlib. h>

#i ncl ude <string. h>

#i ncl ude <strings. h>

#i ncl ude <sys/nmman. h>
#i ncl ude <sys/stat.h>
#i ncl ude <sys/types. h>
#i ncl ude <sys/varargs. h>
#i ncl ude <sys/wait.h>
#i ncl ude <t hread. h>

#i ncl ude <tiuser.h>

#i ncl ude <uni std. h>

#i ncl ude <sys/| x_t hunk. h>

/*
* Private nanetoaddr library interfaces.
*/
static int
netconfig_is_ipv4(struct netconfig *config)
int i;
/*
* |f we look at the rpc services registered on a Linux system
* (this can be done via rpcinfo(1M) for both on the | oopback
* interface and on any renpte interfaces we only see services
* registered for tcp and udp. So here we'll limt our support
* to these transports.
*/
char *ipv4_netids[] = {
"tep”,
"udp” |
NULL
}s
for (i = 0; ipvd_netids[i] != NULL; i++)
if (strenp(ipv4_netids[i], config->nc_netid) == 0)
return (1)
}
return (0)
}
/*
* Public nanetoaddr library interfaces
*
* These are the functional entry points that |ibnsl will |ookup (via
* the synbol nanes) when it |oads this nanmetoaddr translation library
*/
/*
* _netdir_getbynane() returns all of the addresses for
* a specified host and service
*/
struct nd_addrlist *

_netdir_getbynanme(struct netconfig *netconfigp

struct nd_hostserv *nd_host servp)
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127 {

128 struct nd_addrli st *rp = NULL;

129 struct net buf *nbp = NULL;

130 struct sockaddr_in *sap = NULL;

131 struct hostent n2h_resul t;

132 struct servent n2s_result;

133 char *n2h_buf = NULL, *n2s_buf = NULL;
134 int h_errno, i, host_self = 0, r_count;
135 int n2h_count = 0, n2s_count = 0;
137 | xt _debug("_netdir_getbynanme: request recieved\n");
139 /* Make sure this is an ipv4 request. */

140 if (!'netconfig_is |pv4(netconf|gp)) {

141 nderror = ND_BADARG

142 goto fail;

143 }

145 /* Allocate nenory for the queries. */

146 if (((n2h_buf = mall oc(NSS BUFLEN_HOSTS)) == NULL) ||
147 ((n2s_buf = mall oc(NSS BUFLEN_SERVI CES)) == NULL))
148 goto mal |l oc_fail

150 /* Check if the host name specified is HOST_SELF. */
151 if (strcnp(nd_hostservp->h_host, HOST_SELF) == 0)

152 host _sel f = 1;

154 /

*

155 * |f the hostname specified is HOST_SELF, the we're just

156 * just doing a service |ookup so don't bother with trying
*

157 to | ookup the host nane.

158 *

159 if (!host_self)

160 /* Resol ve the hostnane. */

161 | xt _debug("_net di r_get bynanme: "

162 "resol ving host nane: %\n", nd_hostservp->h_host);
163 if (Ixt_gethostbynanme_r(nd_| hostservp >h_host, &n2h result
164 n2h_buf, NSS_BUFLEN HOSTS, &h_errno) == NUL L {
165 if (errno == ERANGE)

166 _nderror = ND_SYSTEM

167 } else if (h_errno == HOST_NOT_FOUND) {

168 _nderror = ND_NOHOST;

169 } else if (h_errno == TRY_AGAIN) {

170 _nderror = ND TRY_AGAI N,

171 } else if (h_errno == NO RECOVERY) {

172 _nderror = ND_NO_RECOVERY;

173 } else if (h_errno == NO DATA) {

174 _nderror = ND_NO _DATA,

175 } else {

176 _nderror = ND_SYSTEM

177 }

178 goto fail;

179 }

180 while (n2h_result.h_addr_list[n2h_count++] != NULL);
181 n2h_count--;

182 }

184 if (nd_hostservp->h_serv !'= NULL) {

185 /* Resol ve the service nane */

186 | xt _debug("_netdir_getbynanme: "

187 "resolving service nane: %\n", nd_hostservp->h_serv);
188 if (Ixt_getservbyname_r(nd_hostservp->h_serv,

189 net confi gp->nc_proto, &n2s_result,

190 n2s_buf, NSS_BUFLEN SERVI CES) == NULL) {

191 nderror = ND_SYSTEM

192 goto fail;
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193 }

194 n2s_count = 1;

195 }

197 /* Make sure we got some results. */

198 if ((n2h_count + n2s_count) == 0)

199 I xt _debug(" _netdir_getbyname: no results!\n");

200 goto exit;

201

202 r_count = (n2h_count != 0) ? n2h_count : 1;

204 /*

205 * Allocate the return buffers. These buffers will be free'd
206 * by libnsl‘netdir_free(), so we need to allocate themin the
207 * way that |ibnsl‘netdi r_f ree() expects.

208 */

209 if (((rp = calloc(1, sizeof (struct nd_addrlist))) == NULL)
210 ((nbp = calloc(1, sizeof (struct netbuf) * r_count)) == NULL)
211 ((sap = calloc(1, sizeof (struct sockaddr_in) * r_count))
212 goto malloc_fail;

214 /* Initialize the structures we’'re going to return. */

215 rp->n_cnt = r_count;

216 rp->n_addrs = nbp;

217 for (i =0; i <r_count; i++) {

219 /* Initialize the netbuf */

220 nbp[i]. maxl en = nbp[i].len = sizeof (struct sockaddr_|
221 nbp[i].buf = (char *)&sap[l]

223 /* Initialize the sockaddr_in. */

224 sap[i].sin_famly = AF_I NET;

226 /* 1f we |ooked up any host address copy them out.
227 if (!host_self)

228 bcopy(n2h_result.h_addr_list[i], &sap[i].sin_addr,
229 si zeof (sap[i].sin_addr));

231 /* If we | ooked up any service ports copy them out.
232 if (nd_hostservp->h_serv !'= NULL)

233 sap[i].sin_port = n2s_result.s_port;

234 }

236 /* W’'re finally done. */

237 | xt _debug("_netdir_getbynane: success\n");

238 return (rp);

240 mal l oc_fail:

241 _nderror = ND_NOVEM

243 fail:

244 | xt _debug("_netdir_getbynane: failed!'\n");

246 exit:

247 if (n2h_buf == NULL)

248 free(n2h_buf);

249 if (n2s_buf == NULL)

250 free(n2s_buf);

251 if (rp == NULL)

252 free(rp);

253 if (nbp == NULL)

254 free(nbp);

255 if (sap == NULL)

256 free(sap);

257 return (NULL);

258 }
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260 /*
261 *

_netdir_getbyaddr() takes an address (hopefully obtained from

262 * soneone doing a _netdir_getbyname()) and returns all hosts with
263 * that address.

264 */

265 struct nd_hostservlist *

266 /* ARGSUSED*/

267 _netdir_getbyaddr(struct netconfig *netconfigp, struct netbuf *nbp)
268 {

269
270
271
272
273
274
275
276
277

279

281
282
283
284
285

287
288
289
290
291
292
293
294
295
296
297
298
299
300
301

303
304
305
306

308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324

struct nd_hostservlist *rp = NULL;

struct nd_hostserv *hsp = NULL;

struct sockaddr_in *sap;

struct servent p2s_result;

struct hostent a2h_resul t;

char *a2h_buf = NULL, *p2s_buf = NULL;
int h_errno, i ;

int r_count = 0;

int azh_ count = 0, p2s_count = 0;

| xt _debug(" _netdir_getbyaddr: request recieved\n");

/* Make sure this is an ipv4d request. */
if (I'netconfig_is |pv4(netconf|gp)) {
nderror = ND_BADARG
goto fail;

}

*

* Make sure the netbuf contains one struct sockaddr_in of
* type AF_I NET.
5

if ((nbp->len != sizeof (struct sockaddr_in)) ||
(nbp->l en < nbp->maxl en))
_nderror = ND_BADARG
goto fail;

}

/* LI NTED*/

sap = (struct sockaddr_in *)nbp->buf;

if (sap->sin famly 1= AF_I NET) {
_nderror = ND_BADARG

goto fail;
}
/* Allocate nenory for the queries. */
if (((a2h_buf = nall oc(NSS BUFLEN_HOSTS)) == NULL) ||
((p2s_buf = mall oc(NSS_BUFLEN_SERVI CES)) == NULL))
got o rmlloc fail;
if (sap->sin_addr.s_addr != | NADDR ANY) {

| xt _debug(" _netdir_getbyaddr:

"resol ving host address: Ox%\n", sap->sin_addr.s_addr);

if (Ixt_gethostbyaddr_r((char *)&sap->sin_addr.s_addr,
si zeof (sap->sin_addr.s_addr), AF_INET,
&2h_result, a2h_buf, NSS_ BUFLEN HOSTS,
&h_errno) == NULL) {
if (errno == ERANGE)
_nderror = ND_SYSTEM
} else if (h_errno == FmT7N0T7FQJND) {
_nderror = ND NOHOCST;
} else if (h_errno == TRY AGAIN) {
_nderror = ND TRY_AGAI N,
} else if (h_errno == NO RECOVERY) {
nderror = ND_NO_RECOVERY;
} else if (h_errno == NO DATA) {
_nderror = ND_NO DATA;
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325
326
327
328
329
330
331
332
333
334
335
336
337
338

340
341
342
343
344
345
346
347
348
349
350

352
353
354
355
356
357

359
360
361
362
363
364
365
366

368
369
370
371
372
373
374
375
376

378
379
380
381

383
384
385
386
387
388
389

} else {
_nderror = ND_SYSTEM
}
goto fail;
}
while (a2h_result.h_aliases[a2h_count++] != NULL);
/*
* We need to count a2h_result.h_name as a valid nane for
* for the address we just |ooked up. O course a2h_count
* is actually over estinmated by one, so instead of
* decrenenting it here we'll just leave it as it to
* account for a2h_result.h_nane.
*/
}
if (sap->sin_port !'=0

) {
| xt _debug(" _netdir_getbyaddr:
"resol ving service port: Ox%\n", sap->sin_port);
if (1xt_getservbyport_r(sap->sin_port,
net confi gp->nc_proto, &p2s_ result
p2s_buf, NSS_BUFLEN_SERVI CES) == NULL) {
_nderror = ND SYSTEM
goto fail;

}
p2s_count = 1;
/* Make sure we got sone results. */

if ((a2h_count + p2s_count) == 0) {
| xt _debug(" _netdir_getbyaddr: no results!\n");

goto exit;
}
r_count = (a2h_count != 0) ? a2h_count : 1;
/*
* Allocate the return buffers. These buffers will be free'd
* by libnsl‘netdir_free(), so we need to allocate themin the
* way that libnsl‘netdir_free() expects.
*/
if (((rp = calloc(1, sizeof (struct nd_hostservlist))) == NULL) ||
((hsp = calloc(1, sizeof (struct nd_hostserv) * r_count)) == NULL))

goto malloc_fail;

| xt _debug("_netdir_getbyaddr: hahahaO - %\n", r_count);
rp->h_cnt =r count
rp->h_hostservs = hsp
for (I = 0; i <r_count; i++)

/* If we Tooked up any host nanes copy them out. */
| xt _debug("_netdir_getbyaddr: hahahal - %\n", r_count);

if ((a2h_count > 0) && (i == &&

((hsp[i].h_host = strdup(a2h_result.h_nanme)) == NULL))
goto malloc_fail;

if ((a2h_count > 0) && (i > 0) &&
((hsp[i].h_host =
strdup(a2h_result.h_aliases[i - 1])) == NULL))
goto malloc_fail;

| xt _debug(" _netdir_getbyaddr: hahaha2 - %\ n", r_count);
/* 1f we | ooked up any service names copy themout. */
if ((p2s_count > 0)
((hsp[i].h_serv = strdup(p2s_result.s_nane)) == NULL))

goto malloc_fail;
| xt _debug("_netdir_getbyaddr: hahaha3 - %\ n", r_count);
}
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391 /* W're finally done. */

392 | xt _debug("_netdir_getbyaddr: success\n");
393 return (rp);

395 mal loc_fail:

396 _nderror = ND_NOVEM

398 fail:

399 | xt _debug(" _netdir_getbyaddr: failed!'\n");
401 exit:

402 if (a2h_buf == NULL)

403 free(a2h buf)

404 if (p2s_buf == NULL)

405 free( p23_buf);

406 if (rp == NULL)

407 free(rp);

408 if (hsp !'= NULL) {

409 for (i =0; i <r_count; i++) {
410 if (hsp[i].h_host != NULL)
411 freeChsp[i].h_host);
412 if (hsp[i].h_serv !'= NULL)
413 free(Chsp[i].h serv);
414 }

415 free(hsp);

416

417 return (NULL);

418 }

420 char *

421 [* ARGSUSED */

422 _taddr2uaddr(struct netconfig *netconfigp, struct netbuf *nbp)

423 |

424 extern char *inet_ntoa_r();

426 struct sockaddr_in *sa;

427 char t np[ RPC_I NET6_MAXUADDRSI ZE] ;
428 unsi gned short nyport;

430 if (netconfigp == NULL || nbp == NULL || nbp->buf == NULL) {
431 _nderror = ND_BADARG

432 return (NULL);

433 }

435 if (strcnp(netconhgp >nc_protofmy, NCINET) !=0) {
436 /* we only support inet address translation */
437 assert(o)

438 nderror = ND _SYSTEM

439 return (NULL)

440 }

442 /* LINTED poi nter cast */

443 sa = (struct sockaddr_in *)(nbp->buf);

444 nyport = ntohs(sa->sin_port);

445 (void) inet_ntoa_r(sa->sin_addr, tnp);

447 (void) sprintf(tnmp + strlen(tnp), ".%. %",

448 nyport >> 8, nyport & 255);

449 return (strdup(tnp)); /* Doesn’'t return static data ! */
450 }

452 | *

453 * _uaddr2taddr() translates a universal address back into a
454 * npetaddr structure. Since the universal address is a string,
455 * put that into the TLI buffer (making sure to change all \ddd
456 * characters back and strip off the trailing \0 character).
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457 */

458 struct netbuf *

459 /* ARGSUSED */

460 _uaddr 2t addr (struct netconfig *netconfigp, char *uaddr)

461 {

462 assert(0);

463 _nderror = ND_SYSTEM

464 return (NULL);

465 }

467 | *

468 * _netdir_options() is a "catch-all" routine that does
469 * transport specific things. The only thing that these
470 * routines have to worry about is ND_MERGEADDR.

471 */

472

int
473 /* ARGSUSED */

474 _netdir_options(struct netconfig *netconfigp, int option,

475 |

476 assert(0);

477 _nderror = ND_SYSTEM
478 return (0);

479 }

480 #endif /* | codereview */

int fd,

void *par)
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1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

22 #

23 # Copyright 2009 Sun M crosystens, Inc. Al rights reserved.

24 # Use is subject to license terns.

25 #

27 #

28 # MAPFI LE HEADER START

29 #

30 # WARNING STOP NOW DO NOT MODI FY THI'S FI LE.

31 # bject versioning nust conply with the rules detailed in

32 #

33 # usr/src/li b/ README. mapfil es

34 #

35 # You should not be naking nodifications here until you’ ve read the nobst current
36 # copy of that file. If you need hel p, contact a gatekeeper for guidance.
37 #

38 # MAPFI LE HEADER END

39 #

41 SUNWprivate_ 1.1 {

42 gl obal :

43 _netdi r_get bynane;

44 _netdir_get byaddr;

45 _taddr 2uaddr;

46 _uaddr 2t addr;

47 _netdir_options;

49 | ocal :

50

51

e
52 #endif /* 1 codereview */
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HHFHHFH HHFHFHFHHFHHHFFFHFHR

CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

i dent "9Z%b % % %% SM "

include ../ Makefile.com

DYNFLAGS += $( LX_THUNK) / $( MACH) / | x_t hunk. so. 1
CLOBBERFI LES = $( ROOTLI BDI R)/ $( DYNLI B) $( ROOTLI BDI R)/ $( LI NTLI B)

install: all $(ROOTLIBS)
#endi f /* | codereview */
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new usr/src/lib/brand/|x/1x_support/Makefile
Bring back LX zones.
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CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

or http://ww:. opensol aris.org/os/licensing.
See the License for the specific |anguage governi ng perm ssions
and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
I f applicable, add the follow ng below this CDDL HEADER, with the
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2009 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

HEHEHHBHHHFHFH T F TR

PROG = | x_support
PROGS = $(PROG)
oBJS = | x_support
all: $( PROG

include ../ Makefile.lx
i ncl ude $(SRC)/cnd/ Makefile.cnd

# override the install directory

ROOTBI N = $( ROOTBRANDDI R)

CLOBBERFI LES = $(0BJS) $( ROOTPROGS)

UTSBASE = $(SRO)/ ut's

CFLAGS += $( CCVERBOSE)

CPPFLAGS += - D_REENTRANT - | $( UTSBASE) / cormon/ br and/ | x
LDLI BS += -1 zonecfg

. KEEP_STATE:

install: al | $( ROOTPROGS)

cl ean:

$(RVM $(PROG $(0BIS)
lint: I'i nt _PROG

i nclude $(SRC)/cnd/ Makefile.targ
#endif /* | codereview */

You can obtain a copy of the |license at usr/src/ OPENSOLARI S. LI CENSE

fields enclosed by brackets "[]" replaced with your own identifying
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new usr/src/lib/brand/Ix/1x_support/|x_support.c
LX zone support should now build and packages of rel evance produced.
Bring back LX zones.

kok ok ok kK Kk

1/*

*

NRERRRRRRR R
COONOUITAWNROW©O~NOUTSWN
LR I I I I I S R

LR

CDDL HEADER START

The contents of this file are subject to the terms of the
Conmmon Devel opment and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the |icense at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific |anguage governing pernissions

and linmtations under the License.

When distributing Covered Code, include this CDDL HEADER i n each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

21/

22 Copyri ght 2009 Sun Mcrosystens, Inc. Al rights reserved.

23 Use is subject to license terms.

24 */

26 /*

27 * |Ix_support is a small cli utility used to perform sonme brand-specific
28 * tasks when booting, halting, or verifying a zone. This utility is not
29 * intended to be called by users - it is intended to be invoked by the
30 * zones utilities.

31 */

33 #include <ctype. h>

34 #i
35 #i
36 #i
37 #i
38 #i
39 #i
40 #i
41 #i
42 #i
43 #i
44 #i
45 #i
46 #i
47 #i
48 #i
49 #i
50 #i
51 #i

53 #i
54 #i
55 #i

57 st
58 st

60 #define CP_CMD

ncl ude <errno. h>
nclude <fcntl. h>

ncl ude <l i bgen. h>
nclude <limts. h>

ncl ude <stdarg. h>

ncl ude <stdio. h>

ncl ude <stdlib. h>

ncl ude <string. h>

ncl ude <strings. h>

ncl ude <stropts. h>

ncl ude <sys/ioccom h>
ncl ude <sys/stat.h>
ncl ude <sys/system nfo. h>
ncl ude <sys/types. h>
ncl ude <sys/varargs. h>
ncl ude <uni std. h>
nclude <libintl.h>

ncl ude <l ocal e. h>

ncl ude <libzonecfg. h>
ncl ude <sys/| x_audi o. h>
ncl ude <sys/| x_brand. h>

atic void I xs_err(char *nmsg, ...) __ NORETURN
atic void usage(void) __ NORETURN,

"/ usr/bin/cp"
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61
63
64
65

67

#def i ne

#defi ne
#def i ne
#def i ne

MOUNT_CMD "/ sbi n/ mount "

LXA_AUDI O DEV "/ dev/brand/ | x/ audi o_devct| "
| NTSTRLEN

KVSTRLEN 10

static char *bnanme = NULL;

68 static char *zonenanme = NULL;

69 static char *zoneroot = NULL;

71 #if !defined( TEXT_DOVAI N) /* shoul d be defined by cc -D */
72 #define TEXT_DOVAI N " SYS_TEST" /* Use this only if it wasn't */
73 #endi f

75 static void

76 | xs_err(char *msg, ...)

77 {

78 char buf[1024];

79 va_list ap;

81 va_start(ap, nsg);

82 /* LI NTED*/

83 (void) vsnprintf(buf, sizeof (buf), nmsg, ap);

84 va_end( ap) ;

86 (void) printf("% error: %\n", bnanme, buf);

88 exit(1);

89 / * NOTREACHED* /

90 }

92 /*

93 * The Linux init(1M command requires conmunication over the /dev/initctl
94 * FIFO. Since any attenpt to create a file in /dev will fail, we nust
95 * create it here.

96 */

97 static void

98 | xs_make_initctl ()

99

100 char crmdbuf [ ARG_MAX] ;

101 char pat h[ MAXPATHLEN] ;

102 char speci al [ MAXPATHLEN] ;

103 struct stat buf ;

104 int err;

106 if (snprintf(special, sizeof (special), "%/dev/initctl", zoneroot) >=
107 si zeof (special))

108 I xs_err("%: %", gettext("Failed to create /dev/initctl"),
109 gettext("zoneroot is too long"));

111 if (snprintf(path, sizeof (path), "%/root/dev/initctl", zoneroot) >=
112 si zeof (path))

113 Ixs_err("%: %", gettext("Failed to create /dev/initctl"),
114 gettext("zoneroot is too long"));

116 /* create the actual fifo as <zoneroot>/dev/initctl */

117 if (stat(special, &uf) I'= 0)

118 err = errno;

119 if (err !'= ENCENT)

120 I xs_err("%: %",

121 gettext("Failed to create /dev/initctl"),

122 strerror(err));

123 if (nkfifo(special, 0644) < 0) {

124 err = errno;

125 I xs_err("%: %",

126 gettext("Failed to create /dev/initctl"),
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Renoving this file

renove /. autof sck"),

127 strerror(err));

128

129 } else {

130 if ((buf.st_nmode & S | FIFO == 0)

131 I xs_err("%: %"

132 gettext("Failed to create /dev/initctl")

133 gettext("It already exists, and is not a FIFO"));
134 }

136 /*

137 * now | of s nount the <zoneroot>/dev/initctl fifo onto

138 * <zoner oot >/root/dev/initct

139 *

140 if (snprintf(cnmdbuf, sizeof (cndbuf), "% -F lofs % %", MOUNT_CND,
141 special, path) >= sizeof (cndbuf))

142 Ixs_err("%: %", gettext("Failed to |ofs nount /dev/initctl")
143 gettext("zoneroot is too |ong"))

145 if (systenm(cmdbuf) < 0) {

146 err = errno

147 Ixs_err("%: %", gettext("Failed to |ofs nount /dev/initctl")
148 strerror(err))

149 1

150 }

152 /*

153 * fsck gets really confused when run inside a zone

154 * prevents it from running

155 */

156 static void

157 | xs_renove_aut of sck()

158 {

159 char pat h[ MAXPATHLEN] ;

160 int err;

162 if (snprintf(path, MAXPATHLEN, "%s/root/.autofsck", zoneroot) >=
163 MAXPATHLEN)

164 Ixs_err("%: %", gettext("Failed to

165 gettext("zoneroot is too long"))

167 if (unlink(path) < 0) {

168 err = errno

169 if (err !'= ENCENT)

170 I xs_err("%: %"

171 gettext("Failed to renpve /. autof sck")

172 strerror(err));

173 }

174 }

176 /*

177 * Extract any |x-supported attributes fromthe zone configuration file.
178 */

179 static void

180 | xs_getattrs(zone_dochandl e_t zdh, bool ean_t *restart, bool ean_t *audi o,
181 char **idev, char **odev, char **kvers)

182 {

183 struct zone_attrtab attrtab;

184 int err;

186 /* initialize the attribute iterator */

187 if (zonecfg_setattrent(zdh) = Z OK) {

188 zonecf g_fi ni _handl e(zdh)

189 | xs_err(gettext("error accessing zone configuration"));
190 }

192 *idev = (char *)nmall oc(INTSTRLEN);
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193
194
195
196

198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227

229
230
231
232

234
235
236
237 }

*odev =
*kvers
if (*id

*audi o
*restar
bzero(*
bzero(*
bzero(*
while (

}
if (str

}

/* sone
if (err

239 static int
240 | xs_i odev_ok(char *dev)

241 {
242

244
245
246
247
248
249
250
251
252
253
254
255 }

257 | *

int i,
if (@
if (str
if (str

for (i

return

(char *)mal | oc(I NTSTRLEN) ;
= (char *)mal | oc( KVSTRLEN) ;

ev == NULL || *odev == NULL || *kvers == NULL)
| xs_err(gettext("out of menory"))

= B_FALSE;

t = B_FALSE;

i dev, | NTSTRLEN);

odev, | NTSTRLEN);

kvers, KVSTRLEN);
(err = zonecfg_getattrent(zdh, &attrtab)) == Z OK) {
if ((strcnp(attrtab.zone_attr_nane, "init-restart") == 0) &&
(zonecfg_get _attr_bool ean(&attrtab, restart) != Z_
I xs_err(gettext("invalid type for zone attribute: 9%")
attrtab. zone_attr_nane)
if ((strcnp(attrtab.zone_attr_nane, "audio") == 0)
(zonecfg_get _attr_bool ean(&attrtab, audio) != Z_
I xs_err(gettext("invalid type for zone attribute: 9%")
attrtab. zone_attr_nane)
if ((strcnp(attrtab.zone_attr_nane, "audio-inputdev") == 0) &&
(zonecfg_get_attr_string(&ttrtab, *idev
I NTSTRLEN) != Z_CK))
I xs_err(gettext("invalid type for zone attribute: 9%")
attrtab. zone_attr_nane)
if ((strcnp(attrtab.zone_attr_name, "audi o-outputdev"') == 0) &&
(zonecfg_get_attr_string(&ttrtab, *odev
INTSTRLEN) = Z OK))
I xs_err(gettext("invalid type for zone attribute: %")
attrtab. zone_attr_nane)
if ((strcnp(attrtab.zone_attr_nanme, "kernel-version") == 0) &&
(zonecfg_get _attr_string(&ttrtab, *kvers
KVSTRLEN) ! = Z_
I xs_err(gettext("invalid type for zone attribute: %")
attrtab. zone_attr_nane)

len(*kvers) == 0) {
free(*kvers)
*kvers = NULL

kind of error while looking up attributes */
I'= Z_NO _ENTRY)
I xs_err(gettext("error accessing zone configuration"));

I

= strlen(dev)) == 0)
return (1)

cnp(dev, "default") == 0)
return (1)

cnp(dev, "none") == 0)
return (1)

=0; i <j; i++)
if (lisdigit(dev[i]))

return (0)

(1);

258 * The audio configuration settings are read fromthe zone configuration



new usr/src/lib/brand/|x/1x_support/|x_support.c

259 * file. Audio configuration is specified via the follow ng attributes
260 * (settable via zonecfg):

261 * attr nane: audio

262 * attr type: bool ean

263 *

264 * attr nane: audi o-i nputdev

265 * attr type: string

266 * attr values: "none" | [0-9]+

267 *

268 * attr nanme: audi o-out put dev

269 * attr type: string

270 * attr values: "none" | [0-9]+

271 *

272 * The user can enable linux brand audio device (ie /dev/dsp and /dev/ m xer)
273 * for a zone by setting the "audio" attribute to true. (The absence of
274 * this attribute |leads to an assuned val ue of false.)

275 *

276 * If the "audio" attribute is set to true and "audi o-i nputdev" and

277 * "audi o-out putdev" are not set, then when a |inux applications access
278 * audi o devices these access will be napped to the system default audio
279 * device, ie /dev/audio and/dev/audioctl.

280 *

281 * If "audio-inputdev" is set to none, then audio input will be disabled.
282 * |f "audio-inputdev" is set to an integer, then when a Linux application
283 * attenpts to access audio devices these access will be napped to

284 * [dev/sound/<audio-inputdev attribute value>  The sanme behavior wll
285 * apply to the "audio-outputdev" attribute for |inux audi o output

286 * device accesses.

287 *

288 * |f "audio-inputdev" or "audi o-outputdev"' exist but the audio attribute
289 * is mssing (or set to false) audio will not be enabled for the zone.
290 */

291 static void

292 | xs_i nit_audi o(char *idev, char *odev)

293 {

294 int err, fd;

295 | xa_zone_reg_t | xa_zr;

297 /* sanity check the input and output device properties */

298 if (!lxs_iodev_ok(idev))

299 I xs_err(gettext("invalid value for zone attribute: 9%"),
300 "audi o-i nput dev");

302 if (!lxs_iodev_ok(odev))

303 I xs_err(gettext("invalid value for zone attribute: 9%"),
304 "audi o- out put dev");

306 /* initialize the zone nane in the ioctl request */

307 bzero(& xa_zr, sizeof (lxa_zr));

308 (void) strlcpy(lxa_zr.lxa_zr_zone_nanme, zonenane,

309 si zeof (lxa_zr.|xa_zr_zone_nane));

311 /* initialize the input device property in the ioctl request */
312 (void) strlcpy(lxa_zr.|xa_zr_inputdev, idev,

313 si zeof (lxa_zr.|xa_zr_inputdev));

314 if (lxa_zr.lxa_zr_inputdev[0] == "\0") {

315 /*

316 * if no input device was specified, set the input device
317 * to "defaul t"

318 *

319 (void) strlcpy(lxa_zr.|xa_zr_inputdev, "default",

320 si zeof (Ixa_zr.|xa_zr_inputdev));

321 }

323 /* initialize the output device property in the ioctl request */
324 (void) strlcpy(lxa_zr.I|xa_zr_outputdev, odev,

new usr/src/lib/brand/|x/1x_support/|x_support.c

325 si zeof (lxa_zr.|xa_zr_out put dev))

326 if (I xa_zr | xa_zr _out putdev[0] == 0) {

327 /*

328 * if no output device was specified, set the output device
329 * to "defaul t"

330 */

331 (void) strilcpy(lxa_zr.|xa_zr_outputdev, "default",
332 si zeof (Ixa_zr.|xa_zr_outputdev));

338 }

335 /* open the audi o device control node */

336 if ((fd = open(LXA AUDI O DEV, O RDWR)) < 0)

337 | xs_err(gettext("error accessing |x_audio device"));
339 /* enabl e audio for this zone */

340 err = ioctl(fd, LXA |IOC ZONE_REG &l xa_zr);

341 (void) cl ose(f d);

342 if (err I=

343 | xs_err(gettext ("error configuring | x_audio device"));
344 }

346 static int

347 | xs_boot ()

348 {

349 zonei d_t zonei d;

350 zone_dochandl e_t zdh;

351 bool ean_t audi o, restart;

352 char *idev, *odev, *kvers;

353 int kver snum

355 I xs_make_initctl ();

356 | xs_renmove_aut of sck();

358 if ((zdh = zonecfg_init_handle()) == NULL)

359 I xs_err(gettext("unable to initialize zone handle"));
361 if (zonecfg_get_handl e((char *)zonenane, zdh) !'= Z OK) {

362 zonecf g_fi ni _handl e(zdh);

363 | xs_err(gettext("unable to | oad zone configuration"));
364 1

366 /* Extract any relevant attributes fromthe config file. */
367 | xs_getattrs(zdh, &estart, &audio, & dev, &odev, &kvers);
368 zonecf g_fi ni _handl e(zdh);

370 /* Configure the zone's audio support (if any). */

371 if (audio == B_TRUE)

372 I xs_init_audi o(i dev, odev);

374 /*

375 * Let the kernel know whether or not this zone's init process
376 * should be automatically restarted on its death.

377 *

378 if ((zoneid = getzonei dbynane(zonenane)) < 0)

379 I xs_err(gettext("unable to get zoneid"));

380 if (zone_setattr(zoneid, LX ATTR RESTART_INIT, &restart,

381 sizeof (boolean_t)) == -1)

382 I xs_err(gettext("error setting zone's restart_init property"));
384 if ((kvers !'= NULL) && (strcnp(kvers, "2.6") == 0))

385 kversnum = LX_KERN 2_6;

386 el se

387 kversnum = LX _KERN 2_4;

389 if (zone_setattr(zoneid, LX KERN VERSION NUM &kversnum

390 sizeof (int)) < 0)
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391 | xs_err(gettext("unable to set kernel version"));

393 return (0);

394 }

396 static int

397 I xs_halt()

398 {

399 | xa_zone_reg_t |xa_zr;

400 int fd, rv;

402 /*

403 * We don’t bother to check if audio is configured for this zone
404 * before issuing a request to unconfigure it. There’s no real
405 * reason to do this, it would require | ooking up the xnml zone and
406 * brand configuration informati on (which could have been changed
407 * since the zone was booted), and it would involve nore library
408 * calls there by increasing chances for failure.

409 */

411 /* initialize the zone nane in the ioctl request */

412 bzero(& xa_zr, sizeof (lxa_zr));

413 (void) strlcpy(lxa_zr.|xa_zr_zone_nane, zonenane,

414 si zeof (lxa_zr.|xa_zr_zone_nane));

416 /* open the audi o device control node */

417 if ((fd = open(LXA AUDI O DEV, O RDWR)) < 0)

418 | xs_err(gettext("error accessing |x_audio device"));
420 /*

421 * disable audio for this zone

422 *

423 * we ignore ENCENT errors here because it’s possible that

424 * audio is not configured for this zone. (either it was

425 * already unconfigured or sonmeone coul d have added the

426 * audio resource to this zone after it was booted.)

427 */

428 rv = ioctl(fd, LXA | OC_ZONE_UNREG, &l xa_zr);

429 (void) close(fd);

430 if ((rv == 0) || (errno == ENCENT))

431 return (0);

432 I xs_err(gettext("error unconfiguring |x_audio device: %"),

433 strerror(errno));

434 | * NOTREACHED* /

435 }

437 static int

438 | xs_verify(char *xm file)

439

440 zone_dochandl e_t handl e;

441 | * struct zone_fstab fstab; */

442 struct zone_dstab dst ab;

443 struct zone_devtab devt ab;

444 bool ean_t audi o, restart;

445 char *idev, *odev, *kvers;

446 zone_i ptype_t i ptype;

447 char host i dp[ HW HOSTI D_LEN] ;

449 if ((handle = zonecfg_init_handl e()) == NULL)

450 I xs_err(gettext("internal |ibzonecfg.so.1 error"), 0);
452 if (zonecfg_get_xm _handle(xmfile, handle) != Z OK) {

453 zonecf g_fini _handl e(handl e) ;

454 | xs_err(gettext("zonecfg provided an invalid XM. file"));
455 1
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/*

* Check to see whether the zone has any inherit-pkg-dirs
* configured.

*

if (zonecfg_setipdent(handle) = Z OK) {
zonecf g_fi ni _handl e(handl e) ;
I xs_err(gettext("zonecfg provided an invalid XM. file"));

}

if (zonecfg_getipdent(handle, & stab) == Z_OK) {
zonecf g_fi ni _handl e(handl e) ;
| xs_err(gettext("lx zones do not support inherit-pkg-dirs"));

}

/*
* Check to see whether the zone has any ZFS datasets confi gured.
*
if (zonecfg_setdsent(handle) != Z OK) {
zonecf g_fi ni _handl e(handl e) ;
| xs_err(gettext("zonecfg provided an invalid XM. file"));

}

if (zonecfg_getdsent(handl e, &Istab) == Z_OK) {
zonecf g_fi ni _handl e(handl e) ;
I xs_err(gettext("lx zones do not support ZFS datasets"));

}

*

* Check to see whether the zone has any devices configured.
*/

if (zonecfg_setdevent(handle) = Z_OK) {
zonecf g_fi ni _handl e(handl e) ;
| xs_err(gettext("zonecfg provided an invalid XM file"));

}
if (zonecfg_getdevent(handl e, &devtab) == Z_OK) {

zonecf g_fini _handl e(handl e) ;

I xs_err(gettext("lx zones do not support added devices"));
}

*

* Check to see whether the zone has ip-type configured as exclusive
*/
if (zonecfg_get_iptype(handle, & ptype) !'= Z OK) {
zonecf g_fini _handl e(handl e) ;
| xs_err(gettext("zonecfg provided an invalid XM file"));

}

if (iptype == ZS_EXCLUSI VE)

zonecf g_fi ni _handl e(handl e) ;

I xs_err(gettext("lx zones do not support an 'exclusive’
} "ip-type"));

/*
* Check to see whether the zone has hostid enul ati on enabl ed.
*/

if (zonecfg_get_hostid(handl e, hostidp, sizeof (hostidp)) == Z_OK) {
zonecf g_fini _handl e(handl e) ;
I xs_err(gettext("lx zones do not support hostid enul ation"));

}

/* Extract any relevant attributes fromthe config file. */
| xs_getattrs(handl e, & estart, &audio, & dev, &odev, &kvers);
zonecf g_fi ni _handl e( handl e) ;
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523 if (audio) {

524 /* sanity check the input and output device properties */

525 if (!lxs_iodev_ok(idev))

526 I xs_err(gettext("invalid value for zone attribute: %"),
527 "audi o-i nput dev");

529 if (!lxs_iodev_ok(odev))

530 I xs_err(gettext("invalid value for zone attribute: %"),
531 "audi o- out put dev");

532 }

533 if (kvers) {

534 if ((strcnp(kvers, "2.4")) 1= 0 & (strcnp(kvers, "2.6") !=0))
535 I xs_err(gettext("invalid value for zone attribute: %"),
536 "kernel -version");

537 }

538 return (0);

539 }

541 static void

542 usage()

543 {

545 (void) fprintf(stderr,

546 gettext("usage:\t% boot <zoneroot> <zonenane>\n"), bnane);

547 (void) fprintf(stderr,

548 gettext( \t% halt <zoneroot> <zonenane>\n"), bnane);

549 (void) fprintf(stderr,

550 gettext (" \t% verify <xml file>\n\n"), bnane);

551 exit(1);

552 }

554 int

555 nain(int argc, char *argv[])

556 {

557 (void) setlocal e(LC_ALL, "");

558 (voi d) textdomai n( TEXT_DOVAIN);

560 bname = basenane(argv[0]);

562 if (argc < 3)

563 usage();

565 if (strcrp(argv[1], boot ") == 0) {

566 if (argc 1=

567 | xs err(gettext( usage: % % <zoneroot> <zonenanme>"),
568 bnarme, argv[1]);

569 zoneroot = argv[2];

570 zonenanme = argv[3];

571 return (I xs_| boot())

572 }

574 if (strcnp(ar gv[1], "halt") == 0) {

575 if (argc !'= 4)

576 | xs_err(gettext("usage: % % <zoneroot> <zonenane>"),
577 bnare, argv[1]);

578 zoneroot = argv[2];

579 zonenanme = argv[3];

580 return (Ixs_halt());

581 }

583 if (strcnp(argv[1], "verify") == 0) {

584 if (argc = 3)

585 | xs_err(gettext("usage: % verify <xm file>"),

586 bnane) ;

587 return (Ilxs verlfy(argv[2]))

588 }

new usr/src/lib/brand/|x/1x_support/|x_support.c

590 usage();
591 / * NOTREACHED* /
592 }

593 #endif /* ! codereview */
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HHFHHFH HHFHFHFHHFHHHFFFHFHR

CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

i dent "9Z%b % % %% SM "

include ../../../Makefile.lib

SUBDI RS = $( MACH)
$(BUI LD64) SUBDI RS += $( MACHB4)

LI NT_SUBDI RS = $( MACH)
$(BUTLD64) LI NT_SUBDI RS += $( MACH64)

all := TARGET= al |
clean : = TARCET= cl ean
cl obber : = TARCET= cl obber
install := TARCET= install
lint ;= TARGET= |int

. KEEP_STATE:

all install clean clobber: $(SUBD RS)

lint: $(LI NT_SUBDI RS)

$(SUBDI RS): FRC

@d $@ pwd; $(MAKE) $( TARGET)

FRC:
#endi f /* | codereview */
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1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

22 #

23 # Copyright 2007 Sun M crosystens, Inc. Al rights reserved.

24 # Use is subject to license terns.

25 #

26 # ident "%Z%4W6 % % %% SM "

27 #

29 LI BRARY = | x_t hunk. a

30 VERS = .1

32 COBJS = | x_t hunk. o

33 OBJECTS = $( COBJS)

35 include ../../../../Makefile.lib
36 include ../../Mkefile.lx

38 #

39 # Since our nane doesn’'t start with "lib", Makefile.lib incorrectly
40 # cal cul ates LIBNAMVE. Therefore, we set it here.

41 #

42 LI BNAME = | x_t hunk

44 NAPFI LES = ../ common/ mapfile-vers

45 NMAPOPTS = $( MAPFI LES: %=- M)

47 CSRCS = $( COBJS: %0=. . / common/ %)

48 SRCS = $( CSRCS)

50 SRCDIR = ../ comon

51 UTSBASE = Y A Y B A T

53 ASFLAGS += -P -D_ASM

54 LDLIBS += -lc

55 CFLAGS += $( CCVERBOSE)

56 CPPFLAGS += -D REENTRANT -I../ -1 ../../Ix_brand \
57 - | $( UTSBASE) / common/ br and/ | x

59 # | x_think.so.1 interposes on a nunber of |ibc.so.1 routines.
60 DYNFLAGS += $( MAPOPTS) $( ZI NTERPOSE)

new usr/src/lib/brand/lx/1x_t hunk/ Makefile.com
62 LIBS = $( DYNLI B)
64 CLEANFI LES = $( DYNLI B)
65 ROOTLIBDIR = $( ROOT) /usr /i b/ brand/ | x
66 ROOTLI BDI R64 = $(ROOT)/usr/lib/brand/|x/ $( MACHE4)
68 . KEEP_STATE:
70 all: $(DYNLIB)
72 lint: $(LINTLIB) Iintcheck

74 include ../../../../Makefile.targ
75 #endif /* | codereview */
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CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

i dent "9Z%b % % %% SM "

HHFHHFH HHFHFHFHHFHHHFFFHFHR

i nclude ../ Makefile.com
include $(SRC)/lib/ Makefile.lib.64

CLOBBERFI LES = $( ROOTLI BDI R64)/ $( DYNLI B) $( ROOTLI BDI R64) / $( LI NTLI B)

install: all $(ROOTLI BS64)
#endi f /* | codereview */
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Bring back LX zones.

LR

1/*

*

I T T

NRERRRRRRR R
COONOUITAWNROW©O~NOUTSWN

22 [*
23 *
24 >
25 */

27 #pragma i dent

29 /

IS
(&
EE I I I I N T R I R SR R R I R

CDDL HEADER START

The contents of this file are subject to the terms of the
Conmmon Devel opment and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the |icense at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific |anguage governing pernissions

and linmtations under the License.

When distributing Covered Code, include this CDDL HEADER i n each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2008 Sun Mcrosystenms, Inc. Al rights reserved.
Use is subject to license terms.

" %980 %8 % Y%E% SM "

The BrandZ Linux thunking library.

The interfaces defined in this file formthe client side of a bridge
to allow native Solaris process to access Linux services. Currently
the Linux services that is nmade accessible by these interfaces here
are:

- Linux host <-> address naming services

- Linux service <-> port nam ng services

- Linux syslog

Currently, to use this library it nust be LD PRELOADed into the
application that needs to access Linux services. Once |oaded
Li nux services are accessed by the client application in two

di fferent ways:

- Direct library calls:
| xt _get host bynane_r
| xt _get host byaddr _r
| xt _get servbynane_r
| xt _get servbyport _r
| xt _debug

These library functions are used by the BrandZ | x name services
translation library (lx_nametoaddr.so) to handle |ibnsl.so nanme
servi ce requests.

- Intercepted library calls:
openl og( 3c)
sysl og(3c)
vsysl og( 3c)
cl osel og(3c)

new usr/src/lib/brand/ Il x/1x_thunk/comron/| x_t hunk. ¢

I T T A T R

#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i
#i

/

Via the LD PRELOAD nechanismthis library interposes itself on
these interfaces and when the application calls these interfaces
(either directly or indirectly via any libraries the program nay
be linked against) this library intercepts the request and passes
it onto a Linux process to handle the request.
Once this library receives a request that needs to be serviced by a
Li nux process, it packs up that request and attenpts to send it
to a doors server. The door server interfaces are defined in
| x_thunk_server.h. |If the doors server is not running or not
responding, this library will attenpt to spawn a new doors server
by forking and executing the follow ng shell script (which runs as
a native /bin/sh Linux process):

I'native/usr/lib/brand/|x/|x_thunk

Not es:
- This library also intercepts the followi ng systemcalls:
close(2) - We intercept close(2) to prevent the caller from
accidentally closing any of the file descriptors we
need to do our work

setppriv(2) - W intercept setppriv(2) to prevent a process

fromdropping any of the privileges we'll need to create
a new | x_thunk server process and to deal with service
requests.

- To facilitate the running of native Solaris programs and |ibraries
when this library is preloaded into an application it will chroot()
into /native. This way the Solaris application and |ibraries can
access files via their expected paths and we can avoid having to
either do path mapping or nodifying all libraries to nake them
aware of "/native" so that they can pre-pend it to all their
filesystem operations.

- This library can only be used with processes that are initially
run by root in a zone. The reason is that we use the chroot ()
systemcall and this requires the PRI V_PROC CHROOT privil ege,
whi ch non-root users don’t have.

ncl ude <al |l oca. h>

ncl ude <assert. h>

ncl ude <dl fcn. h>

ncl ude <door. h>

ncl ude <errno. h>

nclude <fcntl. h>

ncl ude <netdb. h>

ncl ude <netdir.h>

ncl ude <priv. h>

ncl ude <stdarg. h>

ncl ude <stdio. h>

ncl ude <stdlib. h>

ncl ude <string. h>

ncl ude <strings. h>

ncl ude <synch. h>

ncl ude <sys/ brand. h>
ncl ude <sys/fcntl.h>
ncl ude <sys/|x_thunk_server. h>
ncl ude <sys/| x_t hunk. h>
ncl ude <sys/ mman. h>

ncl ude <sys/priv_inpl.h>
ncl ude <sys/stat.h>

ncl ude <sys/syscall.h>
ncl ude <sys/types. h>
ncl ude <sys/wait.h>
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127 #include <thread. h>
128 #i ncl ude <uni std. h>
129 #include <sys/varargs. h>

131 #define LXT_DOOR DI R "/t np"

132 #define LXT_DOOR_PREFI X "l xt"

133 #define LXT_MSG NAXLEN (128 + MAXPATHLEN)
135 #pragma init(init)

137 typedef uintptr_t (*fpl_t)(uintptr_t);
138 typedef uintptr_t (*fp3_t)(uintptr_t, uintptr_t, uintptr_t);

140 static char *| xt _debug_path = NULL; /* debug output file path */
141 static char | xt _debug_pat h_| buf[NAXPATHLEN]

142 static int root_fd;

143 static int debug_fd = -

145 voi d | xt_debug(const char *msg, ...);

147 voi d

148 init(void)

149 {

150 if (getenv("LX _DEBUG') != NULL) {

152 /* check if there’s a debug log file specified */

153 | xt _debug_path = getenv("LX_DEBUG FILE");

154 if (Ixt_debug_path == NULL)

155 /* send all debugging output to /dev/tty */
156 | xt _debug_path = "/dev/tty";

157 }

159 (void) strlcpy(lxt_debug_path_buf, |xt_debug_path,

160 si zeof (I xt_debug_path_buf));

161 | xt _debug_path = | xt _debug_pat h_buf;

163 /*

164 * Open the debugging output file. W need to open it
165 * and hold it open because we’'re going to call chroot ()
166 * in just a second, so we won't be able to open it later.
167 *

168 if ((debug_fd = open(lxt_debug_pat h,

169 O VWRONLY| O_APPEND| O CREAT| O NDELAY| O NOCTTY,

170 0666)) !'= -1) {

171 (void) fchnod(debug_fd, 0666);

172 }

173 }

174 | xt _debug("Ixt_init: executing native process");

176 /* Get a fd that pointstotheroot directory */

177 if ((root_fd = open("/" ORDCNLY)) < 0) {

178 | xt _debug("I xt | nit():

179 "failed to open root directory: %", strerror(errno));
180 exit(-1);

181 }

183 I*

184 * Now, so that we can avoid having to do path mapping,

185 * just chdir() and chroot() into /native.

186 */

187 if (chdir("/native") = 0)

188 I xt _debug("Ixt_init(): "

189 "failed to chdir to /native: %", strerror(errno));
190 exit(-1);

191

192 if (chroot("/native") !'=10) {
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193 I xt debug( Ixt_init(): "

194 "failed to chroot to /native: %", strerror(errno));
195 exit(-1);

196 }

197 }

199 /*

200 * Linux Thunking Interfaces - Client Side

201 */

202 static mutex_t | xt_door_| ock = DEFAULTMJTEX;

203 static int | xt_door_fd = -1;

205 static void
206 | xt_server_exec(int fifo_w, int fifo_rd)

207 {

208 extern const char **environ;

209 char *nul list[] = { NULL };

211 | xt _debug("| xt_server_exec: server starting");

213 /*

214 * First we need to dup our fifos to the file descriptors
215 * the brand library is expecting themto be at.

216 */

218 /* Check if the wite fifo needs to be noved aside */

219 if ((fifo_w == LXT_SERVER FI FO RD FD) &&

220 ((fifo_w = dup(fifo_w)) < 0))

221 return;

223 /* Check if the read fifo needs to be noved aside */

224 if ((fifo_rd == LXT_SERVER FI FO WR FD) &&

225 ((fifo_rd = dup(fifo_rd)) < 0))

226 return;

228 if ((fifo_w != LXT_SERVER FI FO WR FD) &&

229 (dup2(fifo_w, LXT_SERVER FIFOWR FD) < 0))

230 return;

231 if ((fifo_rd !'= LXT_SERVER FI FO RD FD) &&

232 (dup2(fifo_rd, LXT_SERVER FIFO RD FD) < 0))

233 return;

235 /*

236 * W're about to execute a native Linux process.

237 * Since we’'ve been |loaded into a Solaris process with

238 * LD PRELOAD and LD LI BRARY_PATH we shoul d cl ear these

239 * variables fromthe environnment before calling exec.

240 */

241 (voi d) unsetenv("LD PRELOAD");

242 (void) unsetenv("LD LI BRARY_ PATH" );

244 /*

245 * Now we need to exec the thunk server process. This is a
246 * branded Linux process that will act as a doors server and
247 * service our requests to performnative Linux operations.
248 * Since we're currently running as a native Solaris process
249 * to start up the server we'll use the brand systemcall to
250 * the kernel that the target of the exec will be a branded
251 * process.

252 */

253 | xt _debug("| xt_server_exec: execing as Linux process");

254 (voi d) syscal | (SYS brand, B_EXEC BRAND,

255 LXT_SERVER_BI NARY, nul I st, environ);

256 }
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259 static void *
260 | xt _door _wai t pi d(voi d *arg)

261 {

262 pid_t child_pid = (pid_t)(uintptr_t)arg;
263 I nt stat;

265 (void) waitpid(child_pid, &stat, 0);

266 return (NULL);

267 }

269 static char *
270 | xt _door _nkfifo()

271 {

272 char *pat h;

274 for (;;) {

275 path = tenmpnan{ LXT_DOOR DI R, LXT_DOOR_PREFI X) ;

276 if (path == NULL)

277 return (NULL);

278 if (nkfifo(path, S IWISR| S IRUSR != 0) {

279 if (errno I'= EEXIST) {

280 free(path);

281 return (NULL);

282

283 /* This file path exists, pick a new nane. */
284 free(path);

285 cont i nue;

286 }

287 /* We successfully created the fifo */

288 br eak;

289 }

290 return (path);

291 }

293 static void

294 | xt _door_init()

295 {

296 char *fifol_path = NULL, *fifo2_path = NULL;

297 char fifol_path_native[ MAXPATHLEN] ;

298 int fifol rd = -1, fifol_ w = -1;

299 int fifo2_rd = -1, fifo2_w = -1;

300 int j unk;

301 pid_t chi |l d_pi d;

302 thread_t tid;

304 | xt _debug("| xt_door_init: preparint to start server");

306 /* Create two new fifos. */

307 if (((fifol_path = Ixt_door_nkfifo()) == NULL) ||

308 ((fifo2_path = I xt_door_nkfifo()) == NULL))

309 goto fail;

311 (void) snprintf(fifol_path_native, sizeof (fifol_path_native),
312 "Inative¥s", fifol_path);

314 /

315 Open both fifos for reading and witing. W have to open
316 the read side of the fifo first (because the wite side wll

318
319

*
*
*

317 * fail to open if there is no reader) and we have to use the
* O_NONBLOCK flag (because the read open with hang w thout
*
f

it).

320 if (((fifol rd = open(fifol_path, O RDONLY | O NONBLOCK)) < 0) ||
321 ((fifol = open(fifol_path, O WRONLY)) < 0)

322 ((fi f02_rd = open(fifo2_path, O RDONLY | O NONBLOCK)) < 0) ||
323 ((fifo2_w = open(fifo2_path, O WRONLY)) < 0))

324 goto fail;
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326 I*

327 * Now we have to close the read side of fifol and fifo2 and re-open
328 * them w thout the O NONBLOCK flag. This is because we're using
329 * the fifos for synchronization and when we actually try to read
330 * fromthemwe want to bl ock.

331 */

332 (void) close(fifol_rd);

333 if ((flfolrd—open(flfol path, O RDONLY)) < 0)

334 goto fail;

335 (void) close(fi fo2 _rd);

336 if ((f|f02rd=0pen(f|f02 path, O RDONLY)) < 0)

337 goto fail;

339 I*

340 * Once fifo2 is opened no one will ever need to open it again
341 * so delete it now

342 */

343 (void) unlink(fifo2_path);

344 free(fifo2_path);

345 fifo2_path = NULL;

347 /* Attenpt to fork and start the door server */

348 | xt _debug("Il xt_door_init: starting server");

349 switch (child_pid = forkl()) {

350 case -1:

351 [* forkl() failed. */

352 goto fail;

353 case O:

354 /* Child process - new door server. */

355 (void) close(fifol_rd);

356 (void) close(fifo2_w);

358 /* Need to chroot back to the real root directory */
359 if (fchroot(root fd) 1= 0)

360 | xt _debug("| xt_server_exec:

361 “failed fchroot (\"/\"): %", strerror(errno));
362 exit(-1);

363 }

364 (void) close(root_fd);

366 /* Start the server */

367 | xt _server_exec(fifol_w, fifo2_rd);

368 | xt _debug("| xt _server_exec: server init failed");

369 exit(-1);

370 | * NOTREACHED* /

371

372 /* Parent process - door client. */

374 /*

375 * fifo2 is used to send the door path to the child.

376 * (W can't sinply pass it via the address space since the
377 * child will need to exec.) W’Il wite the name of the door
378 * file to fifo2 before we close the read end of the fifo2 so
379 * that if the child has exited for sone reason we won't get
380 * a SIGPIPE. Note that we're reusing the name of fifol as
381 * the door path. Also note that we’ ve pre-pended /native
382 * to the fifo/door path. The reason is that we’'re chroot’ ed
383 * to /native, but when the thunking server executes it wll
384 * be chroot’ ed back to the real root directory.

385 */

386 (void) wite(fifo2_wr,

387 fifol_path_native, strlen(fifol_path_native) + 1);

388 (void) close(fifo2 w);

389 (void) close(fifo2_rd);
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391 /*

392 * Start up a thread that will perfoma waitpid() on the child
393 * door server process. W do this because if the calling

394 * application that is using our interfaces is forking it’s own
395 * children and using wait(), then it won't expect to see our
396 * children. We take advantage of the fact that if there are
397 * wait() and a waitpid() calls in progress at the sane tine
398 * when a child exists, preference will be given to any

399 * waitpid() calls that are explicity waiting for that child.
400 * There is of course a wi ndow of time where the child could
401 * exit after we've forked it but before we’ ve called waitpid()
402 * where another wait() in this process could collect the result.
403 * There's nothing we can really do to prevent this short of
404 * stopping all the other threads in this process.

405 */

406 (void) thr_create(NUL, O,

407 | xt _door_wai tpid, (void *)(uintptr_t)child_pid, THR DAEMON, &tid);
409 /*

410 * fifol is used for the child process to signal us that the
411 * door server is ready to take requests.

412 */

413 (void) close(fifol w);

414 (void) read(fifol rd, &1unk 1);

415 (void) close(fifol rd)

417 /* 1f there was a door that was open, close it now */

419 if (Ixt_door_fd >= 0)

420 (void) close(lxt_door_fd);

421 /*

422 * The server should be started up by now and fattach()ed the door
423 * server to the fifo/door path. so if we re-open that path now we
424 * should get a fd to the door server.

425 */

426 I xt_door_fd = open(fifol_path, O RDWR);

428 | xt _debug("| xt_door_init: new server door = %", |xt_door_fd);
430 /* We don't need the fifo/door anynore so delete it. */

431 (void) unlink(fifol_path);

432 free(fifol_path);

433 return;

435 fail:

436 if (fifol_path != NULL)

437 (void) unlink(fifol_path);

438 if (fifo2_path != NULL)

439 (void) unlink(fifo2_path);

440 if (fifol_rd = -1)

441 (void) close(fifol_rd);

442 if (fifol_w !=-1)

443 (void) close(fifol_w);

444 if (fifo2_rd = -1)

445 (void) close(fifo2_rd);

446 if (fifozw I'=-1

447 (void) close(fifo2_w);

448 }

450 static int
451 | xt _door _cal | (door _arg_t *door_arg, int |ock_held)

452 {
453 int fd;
455 if (!lock_held)

456 (voi d) mutex_| ock(& xt_door _I ock);

new usr/src/lib/brand/ I x/1x_thunk/comron/| x_t hunk. ¢

458 l* Ge a copy of |xt_door_fd */

459 fd = I xt_door_fd;

461 if (!lock_held)

462 (voi d) mutex_unl ock(& xt _door _I ock);

464 if (fd == -1) {

465 | xt _debug("| xt _door_call: no door avail able");
466 return (-1);

467 1

469 if (door_call(fd, door_arg) != 0) {

470 | xt _debug("Il xt _door_call: call failed");

471 return (-1);

472 1

473 if (door_arg->rbuf == NULL) {

474 I xt _debug("I xt _door_call: call returned NULL");
475 return (-1);

476 }

477 return (0);

478 }

480 static int
481 | xt _door _request (door _arg_t *door_arg)

482

483 door _arg_t door _pi ng;

484 | xt _server_arg_t pi ng_request, *pi ng_ result;
485 int rv, ping_success = 0;

487 /* First just try the door call. */

488 | xt _debug("I xt _door_request: calling server");

489 if (Ixt_door_call (door_arg, 0) == 0)

490 return (0);

492 /* Prepare a door server ping request. */

493 bzer o( &oor _pi ng, sizeof (door_ping));

494 bzer o( &pi ng_r equest, si zeof (pi ng_request));

495 door _pi ng. data_ptr = (char *)&ping_request;

496 door _pi ng. dat a_si ze = sizeof (ping_request);

497 pi ng_request. | xt_sa_op = LXT_SERVER COP_PI NG

499 (void) mutex_| ock(& xt_door_I ock);

501 /* Ping the doors server. */

502 | xt _debug("| xt _door _request: pinging server");

503 if (Ixt_door_call(&door_ping, 1) == 0) {

504 / * LI NTED*/

505 ping_result = (Ixt_server_arg_t *)door_ping.rbuf;
506 pi ng_success = ping_result->I xt_sa_success;
507 (voi d) munmap(door _pi ng. rbuf, door_ping.rsize);
508 }

510 if (!ping_success) {

511 /* The server is not responding so start up a new one.
512 | xt _door_init();

513 1

514 (voi d) nutex_unl ock(& xt_door _| ock);

516 /* Retry the original request */

517 | xt _debug("| xt_door_request: calling server, retry");
518 if ((rv = |xt_door_call(door_arg, 0)) == 0)

519 return (0);

520 return (rv);

521 }

*/



new usr/src/lib/brand/ I x/1x_thunk/comron/ | x_t hunk. ¢

523 static struct hostent *

524 | xt _gethost (int op, const char *token, int token_len, int type,
525 struct hostent *result, char *buf, int buf_len, int *h_errnop)
526 {

527 door _arg_t door _arg;

528 | xt _get host_arg_t *dat a;

529 | xt _server_arg_t *request ;

530 int request_size, errno_tnp, i;

532 | xt _debug("| xt_gethost: request caught");

534 request _si ze = sizeof (*request) + sizeof (*data) +
535 token_len + buf _len - 1;

536 if ((request = calloc(1, request_size)) == NULL) {

537 | xt _debug("Il xt _gethost: calloc() failed");

538 *h_errnop = TRY_AGAI N,

539 return (NULL);

540 }

541 / * L1 NTED*/

542 data = (| xt_gethost _arg_t *)&request->|xt_sa_data[0];
544 /* Initialize the server request. */

545 request->l xt_sa_op = op;

546 data- >l xt _gh_type = type

547 dat a- >| xt _gh_t oken Ien = token I en;

548 dat a- >l xt _gh_buf _len = buf len;

549 dat a- >l xt _gh_storage_|en = “token_| en + token len;

550 bcopy(token,  &dat a- > xt _gh_st or age[ 0], token_ Ien)

552 /* Initialize door_call () argunments. */

553 bzero(&door_arg, sizeof (door_arg));

554 door _arg. data_ptr = (char *)request;

555 door _arg. data_si ze = request_si ze;

557 if (Ixt_door_request(&door_arg) != 0)

558 | xt _debug("| xt _gethost: door_call() failed");
559 /* Don’ t know what caused the error so clear errno. */
560 errno = 0;

561 *h_errnop = ND_SYSTEM

562 free(request);

563 return (NULL);

564 }

566 free(request);

568 if (door_arg.rbuf == NULL) {

569 | xt _debug("| xt_gethost: door_call () returned NULL");
570 /* Don’ t know what caused the error so clear errno. */
571 errno =

572 *h errnop = ND_SYSTEM

573 return (NULL);

574 1

576 /* LI NTED*/

577 request = (| xt_server_arg_t *)door_arg.rbuf;

578 [ * L1 NTED*/

579 data = (I xt_gethost_arg_t *)&request->|xt_sa_data[O0];
581 /* Check if the renpte procedure call failed */

582 if (!request->|xt_sa_success)

583 | xt _debug("| xt _gethost: renote function call failed");
584 errno_tnp = request->l xt_sa_errno;

585 *h_errnop = data->l xt_gh_h_errno;

586 (voi d) munmap(door_arg. rbuf, door_arg.rsize);
587 errno = errno_tnp;

588 return (NULL);
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589 }

591 /* Copy out the results and output buffer. */

592 bcopy(&dat a- >l xt _gh_result, result, sizeof (* resul )) ;

593 bcopy( &dat a- >| xt _gh_st or age[t oken_| en], buf, buf_len);

594 (voi d) munmap(door_arg.rbuf, door_arg. rsi ze) ;

596 /* Now go through the results and convert all offsets to pointers */
597 resul t->h_name = LXT_OFFSET_TO PTR(result->h_nane, buf);

598 result->h_al i ases = LXT OFFSET_TO PTR(resul t->h_al i ases, buf);

599 resul t->h_addr _|ist = LXT_OFFSET_TO PTR(resul t->h_addr Ilst, buf);
600 for (i = 0; result->h allases[l] 1= NULL; i++) {

601 result->h_ali ases[i]

602 LXT_OFFSET_TO PTR(resuIt >h_al i ases[i], buf);

603 1

604 for (i = 0; result->h_addr_list[i] != NULL; i++) {

605 resul t->h_addr _|ist[i] =

606 LXT_CFFSET_TO PTR(resul t->h_addr_list[i], buf);

607 1

609 return (result);

610 }

612 static struct servent *

613 | xt_getserv(int op, const char *token, const int token_len, const char
614 struct servent *result, char *buf, int buf_len)

615 {

616 door _arg_t door _arg;

617 | xt _getserv_arg_t *dat a;

618 | xt _server_arg_t *request;

619 int request_size, errno_tnp, i;
621 I xt _debug("| xt _getserv: request caught");

623 request_size = sizeof (*request) + sizeof (*data) +
624 token_len + buf _len - 1;

625 if ((request = calloc(1l, request_size)) == NULL)

626 | xt _debug("| xt_getserv: calloc() failed");
627 return (NULL);

628 1

629 /* LI NTED*/

630 data = (I xt_getserv_arg_t *)&request->|xt_sa_data[O0];
632 /* Initialize the server request. */

633 request - >l xt_sa_op = op;

634 dat a- > xt _gs_t oken_l en = t oken_l en;

635 dat a- >l xt _gs_buf _| en = buf_l en;

636 dat a- >l xt _gs_storage_| en = token_l en + token_len;

637 bcopy(token,  &dat a- > xt _gs_storage[ 0], token_|en);
639 bzer o(dat a- >l xt _gs_proto, sizeof (data->Ixt_gs_proto));
640 if (proto !'= NULL)

641 (voi d) strncpy(data->Ixt_gs_proto, proto,

642 si zeof (data->|xt_gs_proto));

644 /* Initialize door_call () arguments. */

645 bzero(&door_arg, sizeof (door_arg));

646 door _arg. data_ptr = (char *)request;

647 door _arg. data_si ze = request _si ze;

649 /* Call the doors server */

650 if (Ixt_door_request(&door_arg) != 0) {

651 | xt _debug( "Il xt_getserv: door_call () failed");
652 /* Don’t know what caused the error so clear errno */
653 errno = 0;

654 free(request);

*proto,

10
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655 return (NULL);
656 } 722 /* Initialize door_call() arguments. */
657 free(request); 723 bzero(&door_arg, sizeof (door_arg));
724 door _arg. data_ptr = (char *)request;
659 if (door_arg. rbuf == NULL) { 725 door _arg. data_si ze = request _si ze;
660 | xt _debug("| xt _getserv: door_call () returned NULL");
661 /* Don’t know what caused the error so clear errno */ 727 /* Call the doors server */
662 errno = 0; 728 if (Ixt_door_request(&door_arg) != 0) {
663 return (NULL) 729 | xt _debug( "Il xt _openl og: door_call () failed");
664 } 730 free(request);
665 / * L1 NTED*/ 731 return;
666 request = (I xt_server_arg_t *)door_arg.rbuf; 732 }
667 [ * LI NTED*/ 733 free(request);
668 data = (| xt_getserv_arg_t *)&request->|xt_sa_data[0];
735 if (door_arg. rbuf == NULL)
670 /* Check if the renpte procedure call failed */ 736 I xt _debug( "Il xt _openl og: door_call () returned NULL");
671 if (!request->lxt_sa_success) { 737 return;
672 | xt _debug("| xt _getserv: renote function call failed"); 738 }
673 errno_tnp = request->l xt_sa_errno;
674 (voi d) munmap(door_arg.rbuf, door_arg.rsize); 740 / * L1 NTED*/
675 errno = errno_tnp; 741 request = (| xt_server_arg_t *)door_arg.rbuf;
676 return (NULL);
677 } 743 /* Check if the rempte procedure call failed */
744 if (!request->lxt_sa_success)
679 /* Copy out the results and output buffer. */ 745 | xt _debug("| xt _openl og: remote function call failed");
680 bcopy(&dat a- >l xt _gs_result, result, sizeof (* resul t)); 746 }
681 bcopy( &dat a- >l xt _gs_storage[token_l en], buf, buf_|en); 747 (voi d) nunmap(door _arg.rbuf, door_arg.rsize);
682 (void) munmap(door_arg.rbuf, door_arg. rsi ze) ; 748 }
684 /* 750 static void
685 * Now go through the results and convert all offsets to pointers. 751 | xt _vsyslog(int priority, const char *nessage, va_list va)
686 * See the comments in | xt_server getserv() for why we need 752 {
687 * to subtract 1 from each of fset 753 door _arg_t door _arg;
688 */ 754 | xt _syslog_arg_t *dat a;
689 resul t->s_name = LXT_OFFSET_TO PTR(result->s_nane, buf); 755 | xt _server_arg_t *request;
690 result->s_proto = LXT OFFSET_TO PTR(resul t->s. _proto, buf); 756 psinfo_t p;
691 result- >s al i ases = LXT_OFFSET_TO PTR(resul t->s_aliases, buf); 757 char procfil e[ PRFNSZ], *buf = NULL, *estr;
692 for (i =0; result->s_aliases[i] T= NULL; i++) 758 int buf I en, buf_i, estr_len, request_size, procfd;
693 result->s_aliases[i] = 759 i nt i, key, err_count = 0, tok_count = O;
694 LXT_OFFSET_TO PTR(resuIt >s_aliases[i], buf); 760 int errno_backup = errno;
695 }
762 /*
697 return (result); 763 * Here we’'re going to use vsnprintf() to expand the nessage
698 } 764 * string passed in before we hand it off to a Linux process.
765 * Before we can call vsnprintf() we'll need to do nodify the
700 static void 766 * string to deal with certain special tokens.
701 | xt_openl og(const char *ident, int logopt, int facility) 767 *
702 { 768 * syslog() supports a special "% format token that expands to
703 door _arg_t door _arg; 769 * the error nessage string associated with the current val ue
704 | xt _openl og_arg_t *dat a; 770 * of errno. Unfortunatly if we pass this token to vsnprintf()
705 | xt _server_arg_t *request ; 771 * it will choke so we need to expand that token manually here.
706 int request _si ze; 772 *
773 * W al so need to expand any "9%4 characters into "%88%.
708 request _size = sizeof (*request) + sizeof (*data); 774 * The reason is that we'll be calling vsnprintf() which will
709 if ((request = calloc(1l, request_size)) == NULL) { 775 * translate "9%886 back to "%, which is safe to pass to the
710 | xt _debug("| xt _openl og: calloc() failed"); 776 * Linux version if syslog. |If we didn’t do this then vsnprintf()
711 return; 777 * would translate "9%4 to "% and then the Linux syslog would
712 } 778 * attenpt to intrepret "% and whatever character follows it
713 [ *LI NTED*/ 779 * as a printf format style token.
714 data = (| xt_openlog_arg_t *)&r equest->|xt_sa_data[0]; 780 */
781 for (key =i = 0; message[i] !="\0"; i++) {
716 /* Initialize the server request. */ 782 if (!ky&&nessage[l] ="'%)
717 request - >l xt_sa_op = LXT_SERVER OP_OPENLOG 783 1;
718 data->| xt _ol _facili ty = facility; 784 cont i nue;
719 dat a- >l xt _ol _| ogopt = | ogopt ; 785 }
720 (void) strlcpy(data->lxt_ol _ident, ident, sizeof (data->lxt_ol _ident)); 786 if (key & nmessage[i] == "%)
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787
788
789
790
791

793
794
795
796
797

799
800
801
802
803
804
805

807
808
809
810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827

829
830
831

833
834
835
836
837
838

840
841

843
844
845
846
847
848

850
851
852

t ok_count ++;

if (key & nmessage[i] == 'm)
err_count ++;

key = 0;

/* We found sorme tokens that we need to expand. */
if (err_count || t ok_count)

estr = strerror(errno_backup);

estr_len = strlen(estr);

assert(estr len >= 2);

/* Allocate a buffer to hold the expanded string. */
buf _len =i + 1 +
(tok count * 2) + (err_count * (estr_len - 2));
if ((buf = calloc(l, buf_len)) == NUL
| xt _debug(" | xt_vsysl og: calloc() failed");

return;
}
/* Finally, expand %o and %m */
for (key = b i =1 = 0; message[i] !="\0"; i++) {
assert(buf i < buf _len);
if ('key & message[i] == '%) {
buf [buf _i ++] = "% ;
key = 1;
conti nue;
}
if (key & message[i] == "nm) {
(void) bcopy(estr, &buf[buf_i - 1], estr_len);
buf i += estr len - 1;
} else if (key & message[i] =="'%) {
(v0| d) bcopy("%/&/l% &uf[buf i - 1], 4);
+=
} else{ -
buf [ buf _i ++] = nessage[i];
}
key = 0;
}
assert(buf[buf i] = "'\0");
assert (buf _i (buf len - 1));

/* Use the expanded buffer as our format string. */
message = buf;

}

/* Allocate the request we're going to send to the server */
request _size = sizeof (*request) + sizeof (*data);

if ((request = calloc(1l, request_size)) == NULL) {
| xt _debug( "l xt_vsyslog: calloc() failed");
return;

}

/ * L1 NTED*/

data = (I xt_syslog_arg_t *)& equest->lxt_sa_data[0];

/* Initialize the server request. */

request->l xt_sa_op = LXT_SERVER OP_SYSLOG

data->| xt_sl _priority = prl ority;

data- >l xt _sl _pid = getpid();

(void) vsnprintf(data->lxt sI _message, sizeof (data->lxt_sl_nessage),
nmessage, va);

/* 1f we did token expansion then free the internediate buffer. */
if (err_count || tok_count)
free(buf);
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854 /* Add the current program nane into the request */

855 (void) sprintf(procfile, "/proc/ %/ psinfo", (int)getpid());
856 /* (void) spri ntf(procfl le, "/nativel/proc/ %/ psinfo", (int)getpid());
857 if ((procfd = open(procfile, O RDONLY)) >= 0) {

858 (read(procfd, &p, sizeof (psinfo_t)) >= 0) {
859 (voi d) strncpy(data->lxt_sl_prognane, p.pr_fnange,
860 si zeof (data->lxt_sl_prognane));
861 }

862 (voi d) close(procfd);

863 1

865 /* Initialize door_call () arguments. */

866 bzer o(&door_arg, sizeof (door arg));

867 door _arg. data_ptr = (char *)request

868 door _arg. dat a_si ze = request _si ze;

870 /* Call the doors server */

871 if (lxt_door_request(&door_arg) != 0)

872 | xt _debug("I xt _vsysl og: door_call () failed");
873 free(request);

874 return;

875 1

876 free(request);

878 if (door_arg. rbuf == NULL) {

879 | xt _debug("I xt _vsysl og: door_call () returned NULL");
880 return;

881 }

883 /* LI NTED*/

884 request = (I xt_server_arg_t *)door_arg.rbuf;

886 /* Check if the renpte procedure call failed */

887 if (!request->|xt_sa_success)

888 | xt _debug("l xt _vsyslog: renote function call failed");
889 }

890 (voi d) nunmap(door_arg.rbuf, door_arg.rsize);

891 }

893 static void

894 | xt _cl osel og(voi d)

895 {

896 door _arg_t door _arg;

897 | xt _server_arg_t *request;

898 int request _si ze;

900 request _size = sizeof (*request);

901 if ((request = calloc(1l, request_size)) == NULL) {

902 | xt _debug( "l xt_cl osel og: call oc() fal led");

903 return;

904 }

906 /* Initialize the server request. */

907 request - >l xt_sa_op = LXT_SERVER OP_CLOSELCG

909 /* Initialize door_call() arguments. */

910 bzero(&door _arg, sizeof (door_arg));

911 door _arg. data_ptr = (char *)request;

912 door _arg. dat a_si ze = request _si ze;

914 /* Call the doors server */

915 if (Ixt_door_request(&oor_arg) != 0)

916 | xt _debug("| xt _cl osel og: door _call () failed");
917 free(request);

918 return;

14

*/
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919 } 985 do {
920 free(request); 986 rv = wite(debug_fd, buf, strl en(buf))
987 } while ((rv == -1) && (errno == EINTR)
922 if (door_arg.rbuf == NULL) { 988 }
923 | xt _debug( "Il xt_cl osel og: door _call () returned NULL");
924 return; 990 void
925 } 991 I{xt_debug(const char *msg, ...)
992
927 [ *LI NTED*/ 993 va_list va;
928 request = (I xt_server_arg_t *)door_arg.rbuf; 994 int errno_backup;
930 /* Check if the renpte procedure call failed */ 996 if (debug_fd == -1)
931 if (!request->lxt_sa_success) { 997 return;
932 | xt _debug("I xt _cl osel og: renote function call failed");
933 } 999 errno_backup = errno;
934 (voi d) nunmap(door_arg.rbuf, door_arg.rsize); 1000 va_start(va, nsg);
935 } 1001 | xt _vdebug(nsg, va);
1002 va_end(va);
937 static void 1003 errno = errno_backup;
938 | xt _pset _keep(priv_op_t op, priv_ptype_t type, priv_set_t *pset, 1004 }
939 const char *priv)
940 { 1006 struct hostent *
941 if (priv_isnmenber(pset, priv) == B_TRUE) { 1007 | xt_get host byaddr _r(const char *addr, int addr_len, int type,
942 if (op == PRIV_OFF) { 1008 struct hostent *result, char *buf, int buf_len, int *h_errnop)
943 (void) priv_del set(pset, pri v); 1009 {
944 I xt debug( I'xt_pset keep 1010 I xt _debug("| xt _get host byaddr _r: request recieved");
945 "preventing drop of \"u%s\" from\"9%s\" set", 1011 return (Ixt_gethost(LXT_SERVER OP_ADDR2HOST,
946 priv, type); 1012 addr, addr_len, type, result, buf, buf_l en, h_errnop));
947 } 1013 }
948 } else {
949 if (op == PRIV_SET) { 1015 struct hostent *
950 (void) priv_addset(pset, pri v); 1016 | xt_get host bynanme_r (const char *naneg,
951 I xt debug("lxt _pset _kee 1017 struct hostent *result, char *buf, int buf_len, int *h_errnop)
952 "preventing drop of \"°/s\ " from\"9%s\" set", 1018 {
953 priv, type); 1019 I xt _debug("| xt_get host byname_r: request recieved");
954 } 1020 return (I'xt_gethost (LXT_SERVER OP_NAME2HOST,
955 } 1021 nane, strlen(name) + 1, O, result, buf, buf_len, h_errnop));
956 } 1022 }
958 /* 1024 struct servent *
959 * Public interfaces - used by |x_nanet oaddr 1025 | xt _get servbyport_r(int port, const char *proto,
960 */ 1026 struct servent *result, char *buf, int buf_len)
961 void 1027 {
962 | xt _vdebug(const char *nsg, va_list va) 1028 | xt _debug("| xt_get servbyport_r: request recieved");
963 { 1029 return (Ixt_getserv(LXT_SERVER OP_PORT2SERV,
964 char buf [ LXT_MSG_MAXLEN + 1]; 1030 (const char *)&port, sizeof (int), proto, result, buf, buf_len));
965 int rv, n; 1031 }
967 if (debug_fd == -1) 1033 struct servent *
968 return; 1034 | xt _get servbynane_r (const char *name, const char *proto,
1035 struct servent *result, char *buf, int buf_len)
970 /* Prefix the nmessage with pid/tid. */ 1036 {
971 if ((n = snprintf(buf, 5|zeof (buf), "%/ o%: ", 1037 I xt _debug( "l xt _get servbynanme_r: request reC| eved");
972 getpid(), thr self())) == -1) 1038 return (Ixt_getserv(LXT_SERVER OP_NAME2SERV,
973 return; 1039 nane, strlen(nane) + 1, proto, result, buf, buf _l en));
1040 }
975 /* Format the nessage. */
976 if (vsnprintf(&buf[n], sizeof (buf) - n, msg, va) == -1) 1042 /*
977 return; 1043 * "Public" interfaces - used to override public existing interfaces
1044 */
979 /* Add a carrige return if there isn’t one already. */ 1045 #pragma weak _cl ose = cl ose
980 if ((buf[strlen(buf) - 1] !'="\n") && 1046 int
981 (strlcat(buf, "\n", sizeof (buf)) >= sizeof (buf))) 1047 close(int fd)
982 return; 1048 {
1049 static fpl_t fp = NULL;
984 /* We retry in case of EINTR */
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1051 /*

1052 * Don't let the process close our file descriptor that points
1053 * back to the root directory

1054 */

1055 if (fd == root_fd)

1056 return (0);

1057 if (fd == debug_fd)

1058 return (0);

1060 if (fp == NULL)

1061 fp = (fpl_t)dl syn{RTLD _NEXT, "close")

1062 return (fp((uintptr_t)fd))

1063 }

1065 int

1066 _setppriv(priv_op_t op, priv_ptype_t type, const priv_set_t *pset)
1067 {

1068 static fp3_t fp = NULL

1069 priv_set_t *pset _new,

1070 i nt rv;

1072 | xt _debug("_setppriv: request caught");

1074 if (fp == NULL)

1075 fp = (fp3_t)dl sym{ RTLD_NEXT, "_setppriv");
1077 while ((pset_new = priv_allocset()) == NULL)

1078 (void) sleep(1)

1080 priv_copyset (pset, pset_new);

1081 | xt _pset_keep(op, type, pset_new, PRI V_PROC EXEC);
1082 | xt _pset_keep(op, type, pset_new, PRI V_PROC FORK);
1083 | xt _pset _keep(op, type, pset_new, PRI V_PROC_CHROOT);
1084 | xt _pset _keep(op, type, pset_new, PRI V_FILE_DAC READ);
1085 | xt _pset_keep(op, type, pset_new, PRI V_FILE _DAC WRI TE);
1086 | xt _pset_keep(op, type, pset_new, PRI V_FILE DAC SEARCH);
1088 rv = fp(op, (uintptr_t)type, (uintptr_t)pset_new);
1089 priv_freeset (pset_new);

1090 return (rv);

1091 }

1093 voi d

1094 openl og(const char *ident, int logopt, int facility)

1095 {

1096 | xt _debug(" openl og: request caught")

1097 | xt _openl og(ident, |ogopt, facility)

1098 }

1100 voi d

1101 syslog(int priority, const char *nmessage, ...)

1102 {

1103 va_list va

1105 | xt _debug("sysl og: request caught");

1106 va_start(va, nessage)

1107 I xt _vsyslog(priority, nmessage, va)

1108 va_end(va);

1109 }

1111 void

1112 vsyslog(int priority, const char *nmessage, va_list va)

1113 {

1114 | xt _debug("vsysl og: request caught")

1115 I xt_vsyslog(priority, nmessage, va)

1116 }
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1118 void

1119 cl osel og(voi d)

1120 {

1121 | xt _debug("cl osel og: request caught")
1122 I xt _cl osel og();

1123 }

1124 #endif /* ! codereview */

18
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new usr/src/lib/brand/| x/|x_t hunk/ cormon/ mapfil e-vers
Bring back LX zones.
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HHEHFHHHFHHF S HHHH HHHFHBHHHFHFHFHF RS

CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2009 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

MAPFI LE HEADER START

WARNI NG STOP NOW DO NOT MODI FY THI S FI LE.
bj ect versioning nust conply with the rules detailed in

usr/src/li b/ README. mapfil es

You shoul d not be nmeking nodifications here until you ve read the nost
copy of that file. If you need hel p, contact a gatekeeper for guidance.

MAPFI LE HEADER END

SUNWprivate_ 1.1 {

gl obal :
| xt _vdebug;
| xt _debug;
| xt _get host byaddr _r;
| xt _get host bynane_r;
| xt _get servbyport _r;
| xt _get servbynane_r;
_cl ose;
_setppriv;
openl og;
sysl og;
vsysl og;
cl osel og;

| ocal :

59 #endif /* ! codereview */

current
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new usr/src/lib/brand/Ix/1x_thunk/i 386/ Makefile
Bring back LX zones.
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HHFHHFH HHFHFHFHHFHHHFFFHFHR

CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to license terns.

i dent "9Z%b % % %% SM "

include ../ Makefile.com

CLOBBERFI LES = $( ROOTLI BDI R)/ $( DYNLI B) $(ROOTLI BDI R)/ $( LI NTLI B)

install: all $(ROOTLIBS)
#endi f /* | codereview */
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new usr/src/lib/brand/ I x/1x_thunk/sys/|x_thunk.h
Bring back LX zones.
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1/*
2 * CDDL HEADER START
3 *
4 * The contents of this file are subject to the terms of the
5 * Common Devel opnent and Distribution License (the "License").
6 * You may not use this file except in conpliance with the License.
7 *
8 * You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 * or http://ww. opensol aris.org/os/licensing.
10 * See the License for the specific |anguage governi ng perm ssions
11 * and limtations under the License.
12 =
13 * When distributing Covered Code, include this CDDL HEADER i n each
14 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 * |f applicable, add the followi ng below this CODL HEADER, wth the
16 * fields enclosed by brackets "[]" replaced with your own identifying
17 * information: Portions Copyright [yyyy]l [nane of copyright owner]
18 *
19 =
*

CDDL HEADER END
/

23 * Copyright 2006 Sun M crosystens, Inc. Al rights reserved.
24 * Use is subject to license terns.
25 */

27 #ifndef _LX THUNK_H
28 #define _LX_THUNK_H

30 #pragne ident " %YW % % %E% SM "

32 #ifdef _ cplusplus
33 extern "C' {

34 #endif

36 struct hostent *Ixt_gethostbyaddr_r(const char *addr, int addr_len, int type,
37 struct hostent *result, char *buf, int buf_len, int *h_errnop);

38 struct hostent *Ixt_get hostbynanme_r (const char *nane,

39 struct hostent *result, char *buf, int buf_len, int *h_errnop);

40 struct servent *Ixt_getservbyport _r(int port, const char *proto,

41 struct servent *result, char *buf, int buf_len);

42 struct servent *|xt_getservbynanme_r(const char *nanme, const char *proto,

43 struct servent *result, char *buf, int buf_len);

45 voi d openl og(const char *ident, int logopt, int facility);
46 void syslog(int priority, const char *nmessage, ...);
47 voi d cl osel og(voi d);

49 voi d | xt _debug(const char *nsg, ...);
50 void | xt_vdebug(const char *nsg, va_list va);

52 #ifdef __cplusplus
}
54 #endi f

56 #endif /* LX THUNK H */
57 #endif /* | codereview */
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new usr/src/lib/brand/|x/netfiles/ Makefile
Bring back LX zones.
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1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

22 #

23 # Copyright 2006 Sun M crosystens, Inc. Al rights reserved.

24 # Use is subject to license terns.

25 #

26 # ident "%Z%4W6 % % %% SM "

27 #

29 TXTS = etc_netconfig etc_default_nfs
30 NFS.DFL = ../../../../cmd/fs.d/ nfs/etc/nfs.dfl

32 all: $(TXTS)

34 include ../ Mkefile.lx
36 lint:

38 install: $(ROOTTXTS)

40 cl ean:

41 -$(RV) etc_default_nfs

43 cl obber: cl ean

44 -$(RM $(ROOTXMLDOCS) $( ROOTTXTS)
46 etc_defaul t_nfs: $(NFS_DFL)

47 $(RM $@

48 $(CP) $(NFS_DFL) $@

49 #endif /* | codereview */
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new usr/src/lib/brand/Ix/netfiles/etc_netconfig
Bring back LX zones.

R R R R R R

1 # CDDL HEADER START

2 #

3 # The contents of this file are subject to the terms of the

4 # Conmmon Devel opnment and Distribution License (the "License").

5 # You may not use this file except in conpliance with the License.

6 #

7 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
8 # or http://ww. opensol aris.org/os/licensing.

9 # See the License for the specific |anguage governi ng perm ssions

10 # and limtations under the License.

11 #

12 # Wen distributing Covered Code, include this CDDL HEADER i n each

13 # file and include the License file at usr/src/ OPENSOCLARI S. LI CENSE.

14 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
15 # fields enclosed by brackets "[]" replaced with your own identifying
16 # information: Portions Copyright [yyyy] [nane of copyright owner]

17 #

18 # CDDL HEADER END

19 #

20 # Copyright 2006 Sun M crosystens, Inc. Al rights reserved.

21 # Use is subject to license terns.

22 #

23 # ident "%Z%4V6 % % %E% SM "

24 #

25 # The "Network Configuration" File.

26 #

27 # Each entry is of the form

28 #

29 # <networ k_i d> <senmanti cs> <fl ags> <protof anm | y> <prot onane> \
30 # <devi ce> <nanet oaddr _| i bs>

31 #

32 # For running solaris daenobns in a linux zone we use this non-default
33 # /etc/netconfig. The reason is that all name resolution has to be
34 # done |inux nane service interfaces. To do this we specify a custom
35 # nanetoaddr library that libnsl will invoke to do nanme service | ookups.
36 #

37 udp tpi_clts v i net udp / dev/ udp | x_nanet oaddr . so. 1
38 tcp tpi _cots_ord v i net tcp /dev/tcp | x_nanet oaddr . so. 1

39 #endif /* | codereview */
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new usr/src/lib/brand/| x/zone/ Makefile

Fi nal

fixups and bugfixes

Bring back LX zones.

LR

60

CDDL HEADER START

The contents of this file are subject to the ternms of the
Conmmon Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww. opensol aris.org/os/licensing.

See the License for the specific |anguage governing pernissions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

If applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to |license terns.

i dent " 9%Z%Mb6 % % %% SM "

HHFHHFH HHFHHHBHFHHHHE TR

PROGS = I x_install |Ix_distro_install Ix_init_zone
SUBDI RS = di stros
XMLDCCS = config.xm platformxm
TEMPLATES = SUNW x. xm  SUNW x26. xm

all: $( PROGS)

i ncl ude $(SRC)/cnd/ Makefile.cnd
include ../ Mkefile.lx

all := TARCET= al |
install TARGET= install

cl obber TARGET= cl obber
POFI LES= $( PROGS: %% po)
POFI LE= | x_zone. po

$(POFI LE): $( POFI LES)
$(RM $
$(BUI LDPO. pofi | es)
_msg: $( MSGDOMAI NPCFI LE)
install: $(PROGS) $(ROOTXMLDOCS) $( ROOTTEMPLATES) $( ROOTPROGS) $(SUBDI RS)
lint:

cl ean:
-$(RM $( PROGS)

cl obber: clean $(SUBDI RS)
-$(RM $(ROOTXMLDOCS) $( ROOTPROGS) $( ROOTTEMPLATES)

new usr/src/lib/brand/| x/zone/ Makefile
62 $(SUBDIRS): FRC
63 @d $@ pwd; $(MAKE) $(TARGET)
65 FRC

67 include $(SRC)/ Makefile.msg.targ
68 #endif /* | codereview */
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new usr/src/lib/brand/ | x/zone/ SUNW x. xm
Bring back LX zones.

R R R R R R

1 <?xm version="1.0"7?>

<I--
Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to |license terns.

~N Obhw

CDDL HEADER START

9 The contents of this file are subject to the ternms of the
10 Common Devel opment and Distribution License (the "License").
11 You may not use this file except in conpliance with the License.

13 You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
14 or http://ww. opensol aris.org/os/licensing.

15 See the License for the specific |anguage governing perm ssions

16 and linmitations under the License.

18 When distributing Covered Code, include this CDDL HEADER i n each

19 file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
20 If applicable, add the follow ng bel ow this CDDL HEADER, with the
21 fields enclosed by brackets "[]" replaced with your own identifying
22 information: Portions Copyright [yyyy] [name of copyright owner]

24 CDDL HEADER END

26 i dent " VLo % % %Y SM "
28 DO NOT EDIT TH' S FILE. Use zonecfg(1M i nstead.
29 -->

31 <! DOCTYPE zone PUBLIC "-//Sun M crosystens |Inc//DTD Zones//EN' "file:///usr/shar

33 <zone nanme="defaul t" zonepat h="" autoboot="fal se" brand="1x">
34 </zone>

35 #endif /* | codereview */




new usr/src/lib/brand/| x/zone/ SUNW x26. xm 1

R R R R

1231 Tue Jan 14 16:17:13 2014
new usr/src/lib/brand/ | x/zone/ SUNW x26. xm
Final fixups and bugfixes

R R R

1 <?xm version="1.0"7?>

<I--
Copyri ght 2006 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to |license terns.

~N Obhw

CDDL HEADER START

9 The contents of this file are subject to the ternms of the
10 Common Devel opment and Distribution License (the "License").
11 You may not use this file except in conpliance with the License.

13 You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
14 or http://ww. opensol aris.org/os/licensing.

15 See the License for the specific |anguage governing perm ssions

16 and linmitations under the License.

18 When distributing Covered Code, include this CDDL HEADER i n each

19 file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
20 If applicable, add the follow ng bel ow this CDDL HEADER, with the
21 fields enclosed by brackets "[]" replaced with your own identifying
22 information: Portions Copyright [yyyy] [name of copyright owner]

24 CDDL HEADER END

26 i dent " VLo % % %Y SM "
28 DO NOT EDIT TH' S FILE. Use zonecfg(1M i nstead.
29 -->

31 <! DOCTYPE zone PUBLIC "-//Sun M crosystens |Inc//DTD Zones//EN' "file:///usr/shar
33 <zone nane="defaul t" zonepat h="" autoboot="fal se" brand="1x">
34 <attr name="kernel -version" type="string" val ue="2.6"/>
35 </zone>

36 #endif /* | codereview */




new usr/src/lib/brand/ | x/zone/config.xmn

R R R R

3806 Tue Jan 14 16:17:13 2014

new usr/src/lib/brand/ | x/zone/config.xmn
Bring back LX zones.

R R R R R R

1

3
4

23

2.5)
26

28
29

31
32

<?xm version="1.0"?>

<l--

CDDL HEADER START

The contents of this file are subject to the terms of the
Conmmon Devel opnent and Distribution License (the "License")
You may not use this file except in conpliance with the License

You can obtain a copy of the Ilicense at usr/src/ OPENSOLARI S. LI CENSE
or http://ww.opensol aris.org/os/licensing

See the License for the specific |anguage governing perm ssions

and limtations under the License

When distributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE

I f applicable, add the follow ng bel ow this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy] [nane of copyright owner]

CDDL HEADER END

Copyright (c) 2005, 2010, Oracle and/or its affiliates. Al rights reserved

DO NOT EDIT TH' S FI LE.
-->

<! DOCTYPE brand PUBLIC "-//Sun M crosystens |Inc//DTD Brands//EN'
“file://lusr/share/lib/xm/dtd/ brand.dtd.1">

<brand nanme="I x">
<nmodnanme>l x_br and</ nodnane>

<i ni t name>/ sbi n/init</initname>
<l ogi n_cnd>/ bin/login -h zone: % %</1ogi n_cmd>

<forcedl ogi n_cmd>/ bin/1 ogin -h zone: % -f %</ forcedl ogi n_crmd>

<user _cnmd>/ usr/ bi n/ getent passwd %u</user_cnd>

<install>/usr/lib/brand/Ix/|x_install % %R</install>
<instal | opt s>d: hsvX</instal | opt s>

<boot >/ usr/lib/brand/|x/|x_support boot %R %</ boot>

<hal t>/usr/lib/brand/|x/Ix_support halt %R %</ halt>
<verify_cfg>/usr/lib/brand/lx/|x_support verify</verify_cfg>
<verify_adnp</verify_adnp>

<post cl one></ post cl one>

<postinstal | ></ postinstal | >

<privil ege set="default" name="contract_event" />
<privilege set="default" nane="contract_identity" />
<privil ege set="default" name="contract_observer" />
<privilege set="default" nane="file_chown" />
<privil ege set="default" name="fil e_chown_self" />
<privilege set="default" nane="file_dac_execute" />
<privil ege set="default" name="fil e_dac_read" />
<privilege set="default" nane="file_dac_search" />
<privilege set="default" nane="file_dac_wite" />
<privilege set="default" name="file_owner" />
<privilege set="default" name="file_setid" />
<privilege set="default" nane="ipc_dac_read" />
<privil ege set="default" name="ipc_dac_wite" />
<privil ege set="default" nane="ipc_owner" />

new usr/src/lib/brand/ Il x/zone/config.xm

62 <privil ege
63 <privil ege
64 <privil ege
65 <privil ege
66 <privil ege
67 <privil ege
68 <privil ege
69 <privil ege
70 <privil ege
71 <privil ege
72 <privil ege
73 <privil ege
74 <privil ege
75 <privil ege
76 <privil ege
77 <privil ege
79 <privil ege
80 <privil ege
81 <privil ege
82 <privil ege
83 <privil ege
84 <privil ege
85 <privil ege
86 <privil ege
87 <privil ege
88 <privil ege
89 <privil ege
91 <privil ege
92 <privil ege

93
94 </ brand>
95 #endif /*

<pri

vi |l ege

set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"
set="defaul t"

name="net _bi ndni p" />
nane="net _i cnpaccess" />
nane="net _mac_aware" />
name="net _privaddr" />
name="proc_chroot" />
nanme="sys_audit" />
nane="proc_audit" />
name="proc_| ock_nenory" />
name="proc_owner" />
nanme="proc_setid" />
nane="proc_taskid" />
nane="sys_acct" />
name="sys_adm n" />
nanme="sys_nount" />
nane="sys_nfs" />
nane="sys_resource" />

set ="prohi bi ted" name="dtrace_kernel" />
set ="prohi bi ted" name="proc_zone" />

set ="prohi bi ted" name="sys_config" />

set ="prohi bi ted" name="sys_devices" />
set =" prohi bi ted" name="sys_i p_config" />
set ="prohi bi ted" nane="sys_linkdir" />
set ="prohi bi ted" name="sys_net_config" />
set ="prohi bi ted" name="sys_res_config" />
set =" prohi bi t ed" name="sys_suser_conpat" />
set =" prohi bi ted" nane="xvmcontrol" />
set ="prohi bi ted" name="virt_manage" />

set="requi red" nanme="proc_exec" />
set ="required" nane="proc_fork" />

set ="required"

coderevi ew */

name="sys_mount" />



new usr/src/lib/brand/| x/zone/ di stros/ Makefile

R R R R

1348 Tue Jan 14 16:17:13 2014
new usr/src/lib/brand/ | x/zone/di stros/ Makefile
Bring back LX zones.

R R R R R R

1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

22 #

23 # Copyright 2009 Sun M crosystens, Inc. Al rights reserved.

24 # Use is subject to license terns.

25 #

27 include ../../Makefile.lx

29 DI STRCS = cento0s35.distro centos36.distro centos37.distro \

30 cent0s38.distro rhel 35.distro rhel 36.distro rhel 37.distro \
31 rhel 38. di stro rhel _cent os_comon

33 ROOTDI STRODI R= $( ROOTBRANDDI R) / di str os

34 ROOTDI STROS= $( DI STROS: %=$( ROOTDI STRODI R) / %9

36 $( ROOTDI STROS) : = FI LEMODE = 444

38 $(ROOTDI STRODI R) :

39 $(INS.dir)

41 $(ROOTDI STRODIR) / % %

42 $(INS.file)

44 install: $(ROOTDI STROS)
46 lint clean all:

48 cl obber:
49 -$(RM $(ROOTDI STROS)

51 #endif /* | codereview */




new usr/src/lib/brand/ | x/zone/distros/centos35.distro

R R R R

2270 Tue Jan 14 16:17:14 2014

new usr/src/lib/brand/ | x/zone/distros/centos35.distro
Bring back LX zones.

R R R R R R

CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2007 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to |license terns.

i dent " 9%&Z9BAWL % % %E% SM

Installation information for the CentOS 3.5 distribution disc set:

Serial nunmber (as found in the disc set’s .discinfo file)

Ver si on Nane

Order CDs holding the distribution nmust be installed in

MB of disk space required to hold a full install of the distribution

HHUHHFHTYE FHUEEFHBHFHBE BB
+ 4+ + o+

distro_serial =1118161135. 08
di stro_version="3.5"
set -A distro_cdorder 1 2 3

di stro_nb_requi red=500

# I ncl ude the common_<cl uster> * definitions.
${distro_dir}/rhel _centos_conmon

# Define the CentOS 3.5 deltas fromthe common cluster lists
del ta_m niroot_rpns=cent os-rel ease
del ta_core_rpns="cent os- yuntonf centos-yuntache yunt
del ta_server_rpnms=$del ta_core_rpns
del t a_deskt op_r pns="%$del ta_server_rpns \
mozilla \
nozil | a-chat \
nmozi | | a-dom i nspector \
nozi | | a-j s-debugger \
mozilla-mail \
nozil | a-nspr \
nmozi |l a-nss \
openof fice. org-styl e-gnone"
del t a_devel oper _r pns=$del t a_deskt op_r pns
del ta_al | _rpnms=$del t a_devel oper _r pns

# Define the final cluster lists for the installer
di stro_m niroot_rpns="$comon_mi ni root _rpns $delta_mniniroot_rpns

new usr/src/lib/brand/ | x/zone/distros/centos35.distro

62 di stro_core_rpns="$common_core_rpns $del ta_core_rpns"

63 di stro_server_rpnms="$comon_server_rpns $del ta_server_rpns"

64 di stro_desktop_rpns="$common_deskt op_r pns $del t a_deskt op_r pns"

65 di stro_devel oper _r pms="$comon_devel oper _rpns $del t a_devel oper_rpms
66 distro_all_rpms="%comon_al | _rpns $delta_all _rpns"

67 #endif /* | codereview */



new usr/src/lib/brand/ | x/zone/distros/centos36.distro

R R R R

2292 Tue Jan 14 16:17:14 2014

new usr/src/lib/brand/ | x/zone/distros/centos36.distro
Bring back LX zones.

R R R R R R

CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2007 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to |license terns.

i dent " 9%&Z9BAWL % % %E% SM

Installation information for the CentOS 3.6 distribution disc set:

Serial nunmber (as found in the disc set’s .discinfo file)

Ver si on Nane

Order CDs holding the distribution nmust be installed in

MB of disk space required to hold a full install of the distribution

HHUHHFHTYE FHUEEFHBHFHBE BB
+ 4+ + o+

di stro_serial =1130453594. 8
di stro_version="3. 6"
set -A distro_cdorder 1 2 3

di stro_nb_requi red=500

# I ncl ude the common_<cl uster> * definitions.
${distro_dir}/rhel _centos_conmon

# Define the CentOS 3.6 deltas fromthe common cluster lists
del ta_m niroot_rpns=cent os-rel ease
del ta_core_rpns="cent os- yuntonf centos-yuntache yunt
del ta_server_rpnms=$del ta_core_rpns
del t a_deskt op_r pns="%$del ta_server_rpns \

mozilla \

nozil | a-chat \

nmozi | | a-dom i nspector \

nozi | | a-j s-debugger \

mozilla-mail \

nozil | a-nspr \

nmozi |l a-nss \

openof fice. org-styl e-gnone"
del t a_devel oper _r pns="$del t a_deskt op_r pns gd- pr ogs"
del ta_al | _rpms="$%$del t a_devel oper _r pns enacs- nox"

# Define the final cluster lists for the installer
di stro_m niroot_rpns="$comon_mi ni root _rpns $delta_mniniroot_rpns

new usr/src/lib/brand/ | x/zone/distros/centos36.distro

62 di stro_core_rpns="$common_core_rpns $del ta_core_rpns"

63 di stro_server_rpnms="$comon_server_rpns $del ta_server_rpns"

64 di stro_desktop_rpns="$common_deskt op_r pns $del t a_deskt op_r pns"

65 di stro_devel oper _r pms="$comon_devel oper _rpns $del t a_devel oper_rpms
66 distro_all_rpms="%comon_al | _rpns $delta_all _rpns"

67 #endif /* | codereview */



new usr/src/lib/brand/| x/zone/distros/centos37.distro

R R R R

2327 Tue Jan 14 16:17:14 2014

new usr/src/lib/brand/ | x/zone/distros/centos37.distro
Bring back LX zones.

R R R R R R

CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2007 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to |license terns.

i dent " 9%&Z9BAWL % % %E% SM

Installation information for the CentOS 3.7 distribution disc set:

Serial nunmber (as found in the disc set’s .discinfo file)

Ver si on Nane

Order CDs holding the distribution nmust be installed in

MB of disk space required to hold a full install of the distribution

HHUHHFHTYE FHUEEFHBHFHBE BB
+ 4+ + o+

di stro_serial =1144177644. 47
di stro_version="3.7"
set -A distro_cdorder 1 2 3

di stro_nb_requi red=500

# I ncl ude the common_<cl uster> * definitions.
${distro_dir}/rhel _centos_conmon

# Define the CentOS 3.7 deltas fromthe common cluster lists
del ta_m niroot_rpns=cent os-rel ease
del ta_core_rpns="cent os- yuntonf centos-yuntache yunt
del ta_server _rpms="$del ta_core_rpns nss_db-conpat sendmail-doc qt-config"
del t a_deskt op_r pns="%del ta_server_rpns \
mozilla \
nozil | a-chat \
nmozi | | a-dom i nspector \
nozi | | a-j s-debugger \
mozilla-mail \
nozi |l | a-nspr \
nmozi | | a- nss"
del t a_devel oper _r pms="$del t a_deskt op_r pns gd- progs ruby-docs irb ruby-tcltk"
delta_al | _rpms="8%del t a_devel oper _r pns emacs- nox"

# Define the final cluster lists for the installer
di stro_miniroot_rpms="$comon_mi ni root _rpns $del ta_mi ni root _rpns"
di stro_core_rpns="$comon_core_rpns $delta_core_rpns"

new usr/src/lib/brand/| x/zone/distros/centos37.distro

62 di stro_server_rpnms="$comon_server_rpns $del ta_server_rpns"

63 di stro_deskt op_r pns="$common_deskt op_r pns $del t a_deskt op_r pns"

64 di stro_devel oper _r pns="$common_devel oper _rpns $del t a_devel oper _r pns"
65 distro_all _rpns="$common_al | _rpnms $delta_all _rpns"

66 #endif /* | codereview */



new usr/src/lib/brand/ | x/zone/distros/centos38.distro

R R R R

2518 Tue Jan 14 16:17:14 2014
new usr/src/lib/brand/ | x/zone/distros/centos38.distro
Bring back LX zones.

R R R R R R

1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.

7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE

9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions

11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each

14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the

16 # fields enclosed by brackets "[]" replaced with your own identifying

17 # information: Portions Copyright [yyyy]l [nane of copyright owner]

18 #

19 # CDDL HEADER END

20 #

21 # Copyright 2007 Sun M crosystens, Inc. Al rights reserved.

22 # Use is subject to license terns.

23 #

24 # ident "9%&ZY84Wo6 % % %E% SM "

25 #

27 #

28 # Installation information for the CentOS 3.8 distribution disc set:

29 #

30 # + Serial nunber (as found in the disc set’s .discinfo file)

31 # + Version Name

32 # + Order CDs holding the distribution nmust be installed in

33 # + MB of disk space required to hold a full install of the distribution
#

35 distro_serial =1155307611. 42
36 distro_version="3. 8"
37 set -A distro_cdorder 1 2 3

39 di stro_nb_requi red=500

41 # Include the common_<cluster>_* definitions.
42 . ${distro_dir}/rhel _centos_conmpn

44 # Define the Cent(OS 3.8 deltas fromthe common cluster lists

45 del ta_m niroot _rpns=cent os-rel ease

46 del ta_core_rpns="cent os-yuntonf centos-yuntache yunt

47 del ta_server _rpnms="$del ta_core_rpns nss_db-conpat sendmail-doc qt-config"
48 del t a_deskt op_rprms="$del ta_server _rpns \

49 expectk \

50 seanonkey \

51 seanonkey-chat \
52 seanmonkey-nmai |l \
53 seanonkey-nspr \
54 seanpnkey-nss \
55) tcl-html \

56 tcllib"

57 del ta_devel oper _rpnms="$del t a_desktop_rpns \
58 gd- progs \

59 freetype-denos \
60 freetype-utils \

61 gl i bc-debug \

new usr/src/lib/brand/ | x/zone/distros/centos38.distro

62 irb\

63 pyt hon-docs \

64 ruby-docs \

65 ruby-tcltk \

66 seanponkey-dom i nspector \
67 seanonkey-j s- debugger \
68 seanonkey- devel \

69 seanmonkey- nspr - devel \

70 eanonkey- nss- devel "

s
71 delta_al | _rpms="%del t a_devel oper _rpns enacs-nox"

73 # Define the final cluster lists for the installer

74 di stro_m niroot_rpns="$common_m niroot _rpns $del ta_m niroot _rpns
75 distro_core_rpns="$common_core_rpns $del ta_core_rpns"

76 distro_server_rpns="$conmon_server_rpnms $del ta_server _rpns"

77 distro_desktop_rpns="$comon_deskt op_r pns $del t a_deskt op_r pns"
78 di stro_devel oper_rpns="$conmon_devel oper _rpns $del t a_devel oper _r pns
79 distro_all _rpns="$common_al | _rpms $delta_al | _rpns"

80 #endif /* 1 codereview */



new usr/src/lib/brand/| x/zone/distros/rhel 35.distro

R R R R

2804 Tue Jan 14 16:17:14 2014
new usr/src/lib/brand/ | x/zone/distros/rhel 35.distro
Bring back LX zones.

R R R R R R

1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.

7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE

9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions

11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each

14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the

16 # fields enclosed by brackets "[]" replaced with your own identifying

17 # information: Portions Copyright [yyyy]l [nane of copyright owner]

18 #

19 # CDDL HEADER END

20 #

21 # Copyright 2007 Sun M crosystens, Inc. Al rights reserved.

22 # Use is subject to license terns.

23 #

24 # ident "9%&ZY84Wo6 % % %E% SM "

25 #

27 #

28 # Installation information for the RHEL 3 Update 5 distribution disc set:

29 #

30 # + Serial nunber (as found in the disc set’s .discinfo file)

31 # + Version Name

32 # + Order CDs holding the distribution nmust be installed in

33 # + MB of disk space required to hold a full install of the distribution
#

35 distro_serial =1115874580. 003298
36 distro_version="Update 5"
37 set -A distro_cdorder 2 3 4 1

39 di stro_nb_requi red=500

41 # Include the common_<cluster>_* definitions.
42 . ${distro_dir}/rhel _centos_conmpn

44 # Define the RHEL 3.5 deltas fromthe common cluster lists
45 del ta_m niroot _rpns=redhat-rel ease

46 del ta_core_rpns=""

47 del ta_server_rpnms=$del ta_core_rpns

48 del t a_deskt op_rprms="$del ta_server _rpns \

49 nozilla \

50 nozi |l | a-chat \

51 nmozi | | a-dom i nspector \

52 nozi | | a-j s-debugger \

53 nozilla-mail \

54 nozil | a-nspr \

55 nozilla-nss \

56 openof fice. org-styl e-gnone"

57 del ta_devel oper _r pns=$del t a_deskt op_r pns
58 delta_al |l _rpns="%del t a_devel oper _rpns conps"

60 # Define the final cluster lists for the installer
61 di stro_mi niroot_rpns="$common_nmi ni root _rpns $del ta_mi niroot_rpns

new usr/src/lib/brand/| x/zone/distros/rhel 35.distro

di stro_core_rpns="$conmon_core_rpns $del ta_core_rpns"

di stro_server_rpns="$common_server _rpnms $del ta_server _rpns"

di stro_deskt op_r pns="$common_deskt op_r pns $del t a_deskt op_r pns"

di st ro_devel oper_r pms="$common_devel oper _rpns $del t a_devel oper _r pns
distro_all _rpns="$conmon_al | _rpnms $delta_all _rpns"

# List of packages missing fromthe "WS" personality of this distribution
# as conpared to the "AS" personality.

di stro_W5_mi ssi ng="ananda- server \
cachi ng- naneserver \
finger-server \
freeradius \

i news \

inn \

kr b5-server \

net dunp- server \
openl dap- servers \
pxe \

quagga \

radvd \

redhat - confi g-bi nd \
sanba- swat \
tftp-server \

tux \

vsftpd \

ypserv \
arptables_jf \

ntx \

redhat - confi g- net boot "

#

# No packages are missing fromthe "ES" personality as conpared to the "AS"

# personality.

#

unset distro_ES m ssing
#endif /* ! codereview */
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1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.

7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE

9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions

11 # and limtations under the License.

12 #

13 # When distributing Covered Code, include this CDDL HEADER i n each

14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the

16 # fields enclosed by brackets "[]" replaced with your own identifying

17 # information: Portions Copyright [yyyy]l [nane of copyright owner]

18 #

19 # CDDL HEADER END

20 #

21 # Copyright 2007 Sun M crosystens, Inc. Al rights reserved.

22 # Use is subject to license terns.

23 #

24 # ident "9%&ZY84Wo6 % % %E% SM "

25 #

27 #

28 # Installation information for the RHEL 3 Update 6 distribution disc set:

29 #

30 # + Serial nunber (as found in the disc set’s .discinfo file)

31 # + Version Name

32 # + Order CDs holding the distribution nmust be installed in

33 # + MB of disk space required to hold a full install of the distribution
#

35 distro_serial =1127323691. 616555
36 distro_version="Update 6"
37 set -A distro_cdorder 2 3 4 1

39 di stro_nb_requi red=500

41 # Include the common_<cluster>_* definitions.
42 . ${distro_dir}/rhel _centos_conmpn

44 # Define the RHEL 3.6 deltas fromthe common cluster lists
45 del ta_m niroot _rpns=redhat-rel ease

46 del ta_core_rpns=""

47 del ta_server_rpnms=$del ta_core_rpns

48 del t a_deskt op_rprms="$del ta_server _rpns \

49 nozilla \

50 nozi |l | a-chat \

51 nmozi | | a-dom i nspector \

52 nozi | | a-j s-debugger \

53 nozilla-mail \

54 nozil | a-nspr \

55 nozilla-nss \

56 openof fice. org-styl e-gnone"

57 del ta_devel oper _rpns="$del t a_deskt op_r pns gd- pr ogs"
58 delta_all _rpns="%del ta_devel oper _rpnms emacs-nox conps"

60 # Define the final cluster lists for the installer
61 di stro_mi niroot_rpns="$common_nmi ni root _rpns $del ta_mi niroot_rpns
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di stro_core_rpns="$conmon_core_rpns $del ta_core_rpns"

di stro_server_rpns="$common_server _rpnms $del ta_server _rpns"

di stro_deskt op_r pns="$common_deskt op_r pns $del t a_deskt op_r pns"

di st ro_devel oper_r pms="$common_devel oper _rpns $del t a_devel oper _r pns
distro_all _rpns="$conmon_al | _rpnms $delta_all _rpns"

# List of packages missing fromthe "WS" personality of this distribution
# as conpared to the "AS" personality.

di stro_W5_mi ssi ng="ananda- server \
cachi ng- naneserver \
finger-server \
freeradius \

i news \

inn\

net dunp- server \
openl dap-servers \
pxe \

quagga \

radvd \

redhat - confi g-bi nd \
sanba- swat \
tftp-server \

tux \

vsftpd \

ypserv \
arptables_jf \

nx \

redhat - conf i g- net boot "

#

# No packages are missing fromthe "ES" personality as conpared to the "AS"
# personal ity.

#

unset distro_ES m ssing
#endif /* | codereview */
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new usr/src/lib/brand/ | x/zone/distros/rhel 37.distro
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CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyright 2007 Sun Mcrosystens, Inc. Al rights reserved.
Use is subject to |license terns.

i dent " 9%&Z9BAWL % % %E% SM

Installation information for the RHEL 3 Update 7 distribution disc set:

Serial nunmber (as found in the disc set’s .discinfo file)

Ver si on Nane

Order CDs holding the distribution nmust be installed in

MB of disk space required to hold a full install of the distribution

HHUHHFHTYE FHUEEFHBHFHBE BB
+ 4+ + o+

di stro_serial =1141679045. 364586
di stro_versi on="Update 7"
set -A distro_cdorder 2 3 4 1

di stro_nb_requi red=500

# I ncl ude the common_<cl uster> * definitions.
${distro_dir}/rhel _centos_conmon

# Define the RHEL 3.7 deltas fromthe common cluster lists
del ta_m niroot_rpns=redhat-rel ease
del ta_core_rpms=""
del ta_server _rpms="$del ta_core_rpns nss_db-conpat sendmail-doc qt-config"
del t a_deskt op_r pns="%del ta_server_rpns \
mozilla \
nozil | a-chat \
nmozi | | a-dom i nspector \
nozi | | a-j s-debugger \
mozilla-mail \
nozi |l | a-nspr \
nmozi | | a- nss"
del t a_devel oper _r pms="$del t a_deskt op_r pns gd- progs ruby-docs irb ruby-tcltk"
del ta_al | _rpns="$del t a_devel oper _rpns enacs-nox conps"

# Define the final cluster lists for the installer
di stro_miniroot_rpms="$comon_mi ni root _rpns $del ta_mi ni root _rpns"
di stro_core_rpns="$comon_core_rpns $delta_core_rpns"
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di stro_server_rpns="$conmon_server _rpns $del ta_server _rpns"

di st ro_deskt op_r pns="$common_deskt op_r pns $del t a_deskt op_r pns"

di stro_devel oper _r pns="$common_devel oper _rpns $del t a_devel oper _rpns"
distro_all _rpms="$common_al | _rprms $delta_all _rpns"

#

# List of packages missing fromthe "WS" personality of this distribution
# as conmpared to the "AS" personality.

#

di stro_W5_ni ssi ng="ananda- server \
cachi ng- naneserver \
finger-server \
freeradius \

i news \

inn\

net dunp- server \
openl dap-servers \
pxe \

quagga \

radvd \

redhat - confi g- bi nd \
sanba- swat \
tftp-server \

ypserv \

arptables_jf \

nmx \

redhat - conf i g- net boot "

#

# No packages are missing fromthe "ES" personality as conpared to the "AS"
# personality.

#

unset distro_ES m ssing
#endif /* | codereview */
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new usr/src/lib/brand/ | x/zone/distros/rhel 38.distro
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CDDL HEADER START

The contents of this file are subject to the terms of the
Common Devel opnent and Distribution License (the "License").
You may not use this file except in conpliance with the License.

You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
or http://ww:. opensol aris.org/os/licensing.

See the License for the specific |anguage governi ng perm ssions

and limtations under the License.

When di stributing Covered Code, include this CDDL HEADER in each
file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.

I f applicable, add the follow ng below this CDDL HEADER, with the
fields enclosed by brackets "[]" replaced with your own identifying
information: Portions Copyright [yyyy]l [nane of copyright owner]

CDDL HEADER END

Copyri ght 2007 Sun M crosystens, Inc. Al
Use is subject to |license terns.

rights reserved.

i dent " 9%&Z9BAWL % % %E% SM

Installation information for the RHEL 3 Update 8 distribution disc set:

Serial nunmber (as found in the disc set’s .discinfo file)

Ver si on Nane

Order CDs holding the distribution nmust be installed in

MB of disk space required to hold a full install of the distribution

+ 4+ + o+

di stro_serial =1152738297. 776178
di stro_versi on="Update 8"
set -A distro_cdorder 2 3 4 1

di stro_nb_requi red=500

#

#

I ncl ude the common_<cl uster>_* definitions.
${distro_dir}/rhel _centos_conmon

Define the RHEL 3.8 deltas fromthe comon cluster lists

del ta_m niroot_rpns=redhat-rel ease

del ta_core_rpms=""

del ta_server _rpms="$del ta_core_rpns nss_db-conpat sendmail-doc qt-config"
del t a_deskt op_r pns="%del t a_server_rpns \

seanonkey \
seanpnkey-chat \
seanonkey-nail \
seanonkey-nspr \
seanonkey- nss"

del t a_devel oper _r pms="$del t a_deskt op_rpns \

gd-progs \

irb\

ruby-docs \

ruby-tcltk \

seanonkey- dom i nspector \

seanonkey-j s- debugger \
seanonkey- devel \
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64
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seanonkey- nspr - devel \
seanonkey- nss-devel "
delta_all _rpnms="$del t a_devel oper _r pns enacs-nox conps"

# Define the final cluster lists for the installer

di stro_miniroot_rpms="$comon_mi ni root _rpns $del ta_mni ni root _r pns"

di stro_core_rpns="$comon_core_rpns $del ta_core_rpns"

di stro_server_rpns="$conmon_server _rpns $del ta_server_rpns"

di stro_deskt op_r pns="$conmon_deskt op_r pns $del t a_deskt op_r pns"

di st ro_devel oper _r pms="$common_devel oper _rpns $del t a_devel oper _r pns"
distro_all _rpns="$common_al | _rpms $delta_all _rpms"

#
# List of packages mssing fromthe "WS' personality of this distribution
# as conpared to the "AS" personality.

#

di stro_W5_mi ssi ng="amanda- server \
cachi ng- naneserver \
finger-server \
freeradius \

i news \

inn \

net dunp- server \
openl dap- servers \
pxe \

quagga \

radvd \

redhat - confi g-bi nd \
sanba- swat \
tftp-server \

tux \

vsftpd \

ypserv \
arptables_jf \

nmx \

redhat - confi g- net boot "

#

# No packages are missing fromthe "ES' personality as conpared to the "AS"
# personality.

#

unset distro_ES m ssing

#

# ldentify the packages that need to be set aside for installation after

# all the other packages are installed.

#

def erred_r pnms="openof fi ce. org openoffice.org-i 18n openoffice.org-1ibs"
#endif /* 1| codereview */
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1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.

7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions

11 # and limtations under the License.

12 #

13 # Wen distributing Covered Code, include this CDDL HEADER in each
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
15 # |f applicable, add the follow ng bel ow this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END

20 #

21 # Copyright 2006 Sun M crosystens, Inc. Al rights reserved.

22 # Use is subject to license terns.

23 #

24 # ident "9%&ZY84Wo6 % % %E% SM "

25 #

27 #

28 # This file contains the basic cluster contents shared by all of the
29 # Linux distros we support. Each distro has its own .distro file that
30 # expands on the basic cluster |ists provided here.

31 #

33 #

34 # Required packages for the install mniroot, these are the m ni num packages a
35 # system nust have installed in order to run rpm (which is then used from
36 # wthin the zone to performthe balance of the installation.)

37 #

38 comon_mi niroot _rpns="SysVinit \

39 basesystem \

40 bash \

41 beecrypt \

42 bzi p2-1ibs \

43 coreutils \

44 elfutils \

45 el futils-libelf \

46 filesystem\

47 glibc \

48 gl i bc- common \

49 gpm \

50 initscripts \

51 i ptabl es \

52 i ptabl es-i pv6 \

53 kernel -utils \

54 laus-1libs \

55 l'i bacl \

56 libattr \

57 i bgcec \

58 l'i bterncap \

59 ncurses \

60 pam \

61 popt \
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rpm\
rpmlibs \
setup \
terncap \
zlib"
#
# This starts a listing of RPMs conprising a variety of install package options
# for a distribution.
#
# The supported package clusters are:
#
# + core
# + server
# + deskt op
# + devel oper
# + system
#
# The RPMs needed to install each cluster are listed in the shell variable
#
# distro_<l evel >_rpns
#
# This file provides "common_<l evel > rpns", which are lists of the packages
# in each cluster that are common to all distros.
#
# The package nanmes are |listed al phabetically for readability. rpmwll
# reorder the list to ensure that each package’s dependencies are installed
# before it is.
#
# Note: Since the distro_install script uses a regular expression to expand
# RPM package nanes to filenames, there may be some tweaking required to
# guarantee a uni que match between a package name and a correspondi ng RPM
# file on the install nedia.
#
# One such exanpl e below is the package "XFree86-4." The official nane of
# the package is "XFree86," but the regular expression in the script
# mat ches that package name to the XFree86-100dpi-fonts and
# XFree86- 75dpi -fonts package RPMs in addition to the proper XFree86 RPM
# Therefore the "XFree86" package name was nodified to be "XFree86-4",
# which does result in a unique package nane to RPMfile match.
#
conmon_cor e_r pns="CConf 2 \
Gdide3 \
ORBit \
ORBit2 \

XFree86- Mesa- | i bGL \
XFree86- Mesa- | i bGLU \
XFree86-1ibs \
XFree86-1i bs-data \
Xawadd \

ash \

atk \

audiofile \
autofs \

bc \

binutils \
bonobo- activation \
bzi p2 \
chkconfig \
conpat - pwdb \
cpio \

cpp \

cracklib \
cracklib-dicts \
crontabs \
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128 cups-libs \

129 cyrus-sasl \
130 cyrus-sasl-nd5 \
131 db4 \

132 desktop-file-utils \
133 dev \

134 diffutils \
135 di skdumputils \
136 e2fsprogs \

137 ed \

138 et htool \

139 expat \

140 file\

141 findutils \
142 finger \

143 fontconfig \
144 freetype \

145 ftp \

146 gall \

147 gawk \

148 gdbm \

149 gdk- pi xbuf \
150 gettext \

151 glib\

152 glib2\

153 gl i bc- headers \
154 gl i bc-kernheaders \
155 gmp \

156 gnupg \

157 grep \

158 groff \

159 gtk+ \

160 gtk2 \

161 gzip \

162 hesi od \

163 hwdat a \

164 i ndexhtnm \

165 info \

166 i proute \

167 iputils \

168 kernel \

169 ker nel - BOOT \
170 krb5-1ibs \

171 kr b5-wor kstation \
172 kudzu \

173 laus \

174 less \

175 l'ibaio \

176 l'ibart_Igpl \
177 |'i bbonobo \

178 l'i bcap \

179 l'ibgej \

180 libgcj-ssa \
181 I'i bgl ade2 \

182 |'i bgnomecanvas \
183 I'i bj peg \

184 I'i brmg \

185 I'i bogg \

186 I'i bpng \

187 I'i bpng10 \

188 i bstdc++ \

189 libtiff \

190 libtool-libs \
191 I'i bungi f \

192 l'i busb \

193 I'i buser \
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194 l'i bvorbis \

195 I'i bwnck \

196 i bxm \

197 i bxml 2\

198 I'i bxm 2-python \
199 libxslt \

200 linc \

201 | ockdev \

202 | ogrotate \

203 | osetup \

204 I sof \

205 Ivm\

206 lynx \

207 m \

208 mai | cap \

209 make \

210 man \

211 man- pages \

212 m ngetty \

213 nkinitrd \

214 nki sof s \

215 mktenp \

216 modutils \

217 mount \

218 ntools \

219 nc \

220 net-snnp \

221 net-snnp-1ibs \
222 net-tools \

223 net dunmp \

224 newt \

225 nfs-utils \

226 nscd \

227 nss_db \

228 nss_|l dap \

229 ntp \

230 ntsysv \

231 openl dap \

232 openssh \

233 openssh-clients \
234 openssh-server \
235 openss| \

236 pango \

237 passwd \

238 patch \

239 pax \

240 pcre \

241 pdksh \

242 perl \

243 perl-C3 \

244 per| - Dat eMani p \
245 perl-Filter \
246 per| - HTM.- Par ser \
247 perl - HTM.- Tagset \
248 per | - Par se- Yapp \
249 perl-URl \

250 per| - XM_- Dunper \
251 per | - XM.- Encodi ng \
252 perl-XM.- Grove \
253 per| - XM.- Par ser \
254 perl-XM.-Twi g \
255 perl-1ibww-perl \
256 perl-1ibxn -enno \
257 perl-1ibxm -perl \
258 portmap \

259 procmail \
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260 procps \

261 psacct \

262 psmsc \

263 pspel | \

264 pygt k2 \

265 pygt k2-1i bgl ade \
266 pyt hon \

267 pyxf 86config \
268 readline \

269 redhat -1 ogos \
270 redhat - renus \
271 rhpl \

272 rpm pyt hon \
273 rpmdb- r edhat \
274 rsh \

275 rsync \

276 rusers \

277 rwho \

278 sed \

279 setarch \

280 sgm - comon \
281 shadowutils \
282 sl ang \

283 startup-notification \
284 sudo \

285 syskl ogd \

286 syslinux \

287 tar \

288 tel \

289 tcp_wrappers \
290 tcsh \

291 tel net \

292 time \

293 traceroute \
294 ttnkfdir \

295 tzdata \

296 units \

297 uni x2dos \

298 unzip \

299 user node \

300 utenpter \
301 util-1inux \
302 vi m common \
303 vimm ni mal \
304 vi xi e-cron \
305 wget \

306 whi ch \

307 words \

308 xinetd \

309 xm - common \
310 yp-tools \

311 ypbi nd \

312 zi p"

314 common_server _r pns="$common_core_rpns \
315 4Suite \

316 My ODBC \

317 MySQL- pyt hon \

318 Oomi \

319 Omi - f oomatic \

320 Py XML \

321 VFli b2 \

322 XFree86-4 \

323 XFr ee86- base-fonts \
324 XFree86-font-utils \

325 XFree86-truetype-fonts \
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326 XFree86- xauth \

327 XFr ee86- xdm \

328 XFree86-xfs \

329 acl \

330 al chem st \

331 amanda \

332 amanda- server \

333 arts \

334 aspel | \

335 aspel | -config \

336 at-spi \

337 authd \

338 bcel \

339 bi nd \

340 bi nd- chroot \

341 bi nd-1ibs \

342 bi nd-utils \

343 bi t map-fonts \

344 cachi ng- naneserver \
345 chkfontpath \

346 commons- beanutils \
347 comons-col | ections \
348 comons- di gester \
349 commons- | oggi ng \
350 commons- nodel er \
351 conpat-db \

352 conpat - | i bstdc++ \
353 crypto-utils \

354 cup-v10k \

355 cups \

356 curl \

357 cyrus-sasl -gssapi \
358 cyrus-sasl-plain \
359 dhcp \

360 di st cache \

361 di st cache-devel \
362 esound \

363 expect \

364 fam\

365 finger-server \

366 foomatic \

367 freeradius \

368 gd \

369 ghostscript \

370 ghostscript-fonts \
371 ginmp-print \

372 gnone-libs \

373 gnone- m nme-data \
374 gnone- pyt hon2 \

375 gnone- pyt hon2- bonobo \
376 gnone- pyt hon2- canvas \
377 gnomne- pyt hon2- gt kht ml 2 \
378 gnone-vfs2 \

379 gnupl ot \

380 gtkhtm 2 \

381 htm vi ew \

382 httpd \

383 hwerypto \

384 imap \

385 imap-utils \

386 imib \

387 i news \

388 inn \

389 j akarta-regexp \
390 kr b5- server \

391 krbafs \
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392 liblDL \

393 |'i bbonoboui \

394 I'i bdbi \

395 I'i bdbi - dbd- nysql \
396 I'i bgnome \

397 I'i bgnomeprint22 \

398 I'i bgnoneprintui 22 \
399 I'i bgnoneui \

400 I'i bgsf \

401 I'i bol e2 \

402 | ogwat ch \

403 mai | man \

404 mai | x \

405 mod_aut h_nysqgl \

406 nmod_aut h_pgsql \

407 nod_aut hz_I dap \

408 nod_per!| \

409 nmod_pyt hon \

410 nmod_ssl \

411 npage \

412 ntr \

413 m \

414 mx4j \

415 nysqgl \

416 nysql - bench \

417 nysql - devel \

418 net-snnmp-utils \

419 net dunp- server \

420 newt - perl \

421 openl dap-servers \
422 openssl -perl \

423 pam kr b5 \

424 perl-DBD- MySQL \

425 perl|-DBD-Pg \

426 perl-DBl \

427 perl-DB File \

428 perl| - Di gest - HVAC \
429 perl - Di gest - SHAL \
430 per| - Net-DNS \

431 perl -Ti me- Hi Res \

432 php \

433 php-i map \

434 php-1dap \

435 php- nysqgl \

436 php- odbc \

437 php- pgsql \

438 pnn2ppa \

439 postfix \

440 post gresql - odbc \

441 pxe \

442 pyorbit \

443 qt \

444 gt - MySQL \

445 qgt - ODBC \

446 quagga \

447 radvd \

448 rdist \

449 redhat - confi g- bi nd \
450 redhat - config-httpd \
451 redhat - config-printer \
452 redhat -config-printer-gui \
453 redhat - confi g- sanba \
454 redhat - confi g-securityl evel \
455 redhat - confi g-securityl evel -tui \
456 redhat - confi g-servi ces \

457 redhat -j ava-rpmscripts \
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458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497

499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523

redhat-switch-mail \
redhat - swi t ch-mai | - gnone \
rh-postgresqgl \
rh-postgresqgl-contrib \
rh- post gresql -docs \
rh-postgresql -j dbc \
rh-postgresql -1ibs \
rh- postgresql - python \
rh-postgresql -server \
rh-postgresqgl-tcl \
rh-postgresqgl -test \
rhdb-utils \
rsh-server \
rusers-server \

sanba \

sanba-client \

sanba- conmon \

sanba- swat \

sendnai | \

sendnai | -cf \

sl ocate \

spamassassin \

squid \

squirrel mail \

swi t chdesk \

sysreport \

tel net-server \
tftp-server \

tmpwat ch \

tux \

uni xCGDBC \

uni xCDBC- kde \
urwfonts \

user node- gt k \

vsftpd \

webal i zer \

xal an-j \

xerces-j \

xinitrc \

ypserv"
comon_deskt op_r pns="$conmmon_server _rpms \

Canna-libs \

FreeWin-1ibs \

G k-Perl \

| mageMagi ck \

| mmgeMagi ck-perl \

SDL \

XFr ee86- 100dpi -fonts \
XFree86- 75dpi -fonts \
XFr ee86- Xnest \
XFree86- Xvfb \

XFr ee86- doc \
XFree86-tool s \
XFree86-twm \

azps \

amutils \

amanda- client \
anacron \

apel - xemacs \

aum x \

aut hconfig \

aut hconfig-gtk \
autorun \

cdpar anoi a- al pha9. 8 \
cdpar anoi a- | i bs-al pha9. 8 \
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524 cdrecord \

525 cipe \

526 ckermt \

527 conps-extras \

528 control -center \
529 ctags \

530 deskt op- backgr ounds- basic \
531 deskt op-printing \
532 di al og \

533 docbook-dtds \

534 docbook- styl e-dsssl \
535 docbook- styl e-xsl \
536 docbook-utils \

537 docbook-util s-pdf \
538 dtach \

539 dvd+rwtools \

540 dvdrecord \

541 eel 2\

542 elinks \

543 enscript \