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1 #!/usr/sbin/dtrace -s

2 /*
3 * CDDL HEADER START
4 *
5 * The contents of this file are subject to the terms of the
6 * Common Devel opnent and Distribution License (the "License").
7 * You may not use this file except in conpliance with the License.
8 *
9 * You can obtain a copy of the license at usr/src/OPENSOLARI S. LI CENSE
10 * or http://ww. opensol aris.org/os/licensing.
11 * See the License for the specific |anguage governi ng perm ssions
12 * and linmtations under the License.
13 =
14 * Wen distributing Covered Code, include this CDDL HEADER i n each
15 * file and include the License file at usr/src/ OPENSOLARI S. LI CENSE.
16 * |f applicable, add the follow ng below this CODL HEADER, wth the
17 * fields enclosed by brackets "[]" replaced with your own identifying
18 * information: Portions Copyright [yyyy]l [nane of copyright owner]
19 =
20 * CDDL HEADER END
21 */
22 /*
23 * Copyright (c) 2010, Oacle and/or its affiliates. Al rights reserved.
24 */
26 sctp:::receive
27 {
28 @yt es[args[2]->ip_saddr, args[4]->sctp_dport] =
29 sun( args[ 4] ->sctp_|l ength);
30 }

32 sctp:::send
33 {

34 @yt es[args[ 2] -> p_daddr, args[4]->sctp_sport] =
35 sun(args[4]->sctp_l ength);

36 }
37 #endif /* | codereview */
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1#

2 # CDDL HEADER START

3 #

4 # The contents of this file are subject to the terns of the

5 # Common Devel opnent and Distribution License (the "License").

6 # You may not use this file except in conpliance with the License.
7 #

8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE
9 # or http://ww. opensol aris.org/os/licensing.

10 # See the License for the specific |anguage governing perni ssions
11 # and limtations under the License.

12 #

13 # Wen distributing Covered Code, include this CDDL HEADER in each
14 # file and include the License file at usr/src/ OPENSCLARI S. LI CENSE.
15 # |f applicable, add the follow ng below this CDDL HEADER, with the
16 # fields enclosed by brackets "[]" replaced with your own identifying
17 # information: Portions Copyright [yyyy]l [nane of copyright owner]
18 #

19 # CDDL HEADER END
20 #
21 #
22 # Copyright (c) 2003, 2010, Oracle and/or its affiliates. Al rights reserved.
23 # Copyright (c) 2012 by Del phix. Al rights reserved.
24 #
26 LIBRARY = |ibdtrace. a
27 VERS = .1
29 LIBSRCS =\
30 dt _aggregate.c \
31 dt_as.c \
32 dt _buf.c \
33 dt_cc.c \
34 dt_cg.c \
35 dt _consune.c \
36 dt _decl.c \
37 dt_dis.c \
38 dt _dof.c \
39 dt_error.c \
40 dt_errtags.c \
41 dt _handle.c \
42 dt _ident.c \
43 dt _inttab.c \
44 dt_link.c \
45 dt _list.c \
46 dt _open.c \
47 dt _options.c \
48 dt _programc \
49 dt_map.c \
50 dt _nodule.c \

51 dt _nanes.c \
52 dt _parser.c \
53 dt_pcb.c \
54 dt_pid.c \

55 dt_pg.c \
56 dt _pragma.c \
57 dt_print.c \
58 dt_printf.c \
59 dt _proc.c \

60 dt _provider.c \

61 dt _regset.c \
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62 dt_string.c \
63 dt_strtab.c \
64 dt _subr.c \
65 dt _work.c \
66 dt_xlator.c

68 LIBI SASRCS =\
69 dt _i sadep.c

71 OBJECTS = dt _l ex.o dt_grammar.o $(MACHOBJS) $(LIBSRCS: % c=% 0) $(LI Bl SASRCS: % c=

73 DRTI SRCS = dlink_init.c dlink_conmon.c
74 DRTI OBJS = $( DRTI SRCS: % c=pi cs/ % o)
75 DRTIOBJ = drti.o

77 LI BDAUDI TSRCS = dl i nk_audit.c dlink_common.c
78 LI BDAUDI TOBJS = $( LI BDAUDI TSRCS: % c=pi cs/ % 0)
79 LIBDAUDIT = |ibdtrace_forcel oad. so

81 DLINKSRCS = dlink_comon.c dlink_init.c dlink_audit.c

83 DLI BSRCS += \

84 errno.d \

85 fc.d\

86 io.d\

87 ip.d\

88 iscsit.d \
89 net.d \

90 nfs.d\

91 nfssrv.d \
92 procfs.d \
93 regs.d \

94 sched. d \
95 signal.d \
96 scsi.d \

97 srp.d \

98 sysevent.d \
99 tcp.d \

100 udp.d \

101 sctp.d \

102 #endif /* ! codereview */
103 uni std.d

105 include ../../Makefile.lib

107 SRCS = $(LIBSRCS: % c=../common/ % c) $(LI Bl SASRCS: % c=. ./ $(MACH)/ % c)

108 LIBS = $(DYNLIB) $(LINTLI B)
110 SRCDIR = ../commmon

112 CLEANFI LES += dt _| ex.c dt_granmar.c dt_granmar. h y. out put
113 CLEANFI LES += ../ comon/ procfs.sed ../comon/procfs.d

114 CLEANFILES += ../common/io.sed ../comon/io.d
115 CLEANFI LES += ../conmon/ip.sed ../comon/ip.d
116 CLEANFILES += ../common/nnet.sed ../conmmon/net.d

117 CLEANFI LES += ../common/errno.d ../common/signal.d
118 CLEANFI LES += ../comon/dt_errtags.c ../comon/dt_nanes.c
119 CLEANFI LES += ../common/sysevent.sed ../conmmon/ sysevent.d

120 CLEANFI LES += ../common/tcp.sed ../comon/tcp.d
121 CLEANFI LES += ../comon/ udp. sed ../comon/udp.d

122 CLEANFI LES += ../common/sctp.sed ../comon/sctp.d

123 #endif /* | codereview */
124 CLEANFI LES += $( LI BDAUDI TOBJS) $(DRTI OBJS)

126 CLOBBERFI LES += $(LIBDAUDIT) drti.o
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CPPFLAGS += -|../common -1I.
CFLAGS += $( CCVERBOSE) $(C_BI GPI CFLAGS)
CFLAGS64 += $( CCVERBOSE) $(C_BI GPI CFLAGS)

CERRWARN += - _gcc=- Who- unused- | abel
CERRWARN += - _gcc=- Who- unused-vari abl e
CERRWARN += - _gcc=- Who- par ent heses
CERRWARN += - _gcc=-Who-uninitialized
CERRWARN += - _gcc=- Who-swi t ch

YYCFLAGS =
LDLIBS += -lgen -lproc -Irtld_db -Insl -lsocket -lctf -lelf -lc
DRTILDLIBS = $(LDLIBS.1ib) -lc

yydebug : = YYCFLAGS += - DYYDEBUG
$(LINTLIB) := SRCS = $(SRCDI R)/ $( LI NTSRC)

LFLAGS = -t -v
YFLAGS = -d -v

ROOTDLI BDI R = $(ROOT) /usr/1ib/dtrace
ROOTDLI BDI R64 = $(ROOT)/usr/1ib/dtrace/ 64

ROOTDLI BS = $( DLI BSRCS: %-$( ROOTDLI BDI R) / %
ROOTDOBJS = $( ROOTDLI BDI R) / $( DRTI OBJ) $( ROOTDLI BDI R) / $( LI BDAUDI T)
ROOTDOBJS64 = $( ROOTDLI BDI R64) / $( DRTI OBJ) $( ROOTDLI BDI R64) / $( LI BDAUDI T)

$(ROOTDLI BDIR)/ % d : = FI LEMODE=444
$(ROOTDLI BDI R)/ % 0 : = FI LEMODE=444
$(ROOTDLI BDI R64) / % o : = FI LEMODE=444
$(ROOTDLI BDI R)/ % so : = FI LEMODE=555
$( ROOTDLI BDI R64) / % so : = FI LEMODE=555

. KEEP_STATE:
all: $(LIBS) $(DRTIOBJ) $(LIBDAUD T)
lint: lintdlink |intcheck

lintdlink: $(DLINKSRCS: % c=../comon/ % c)
$(LINT.c) $(DLI NKSRCS: % c=../common/ % c) $(DRTI LDLI BS)

dt _lex.c: $(SRCDIR)/dt_lex.| dt_granmar.h
$(LEX) $(LFLAGS) $(SRCDIR)/dt_lex.l > $@

dt _gramar.c dt_gramar. h: $(SRCD R)/dt_grammar.y
$(YACC) $(YFLAGS) $(SRCDIR)/dt_grammar.y
@wv y.tab.h dt_grammar.h

@v y.tab.c dt_grammar.c
pi cs/dt _| ex. o pics/dt_grammar.o := CFLAGS += $( YYCFLAGS)
pi cs/dt_| ex. o pics/dt_grammar.o := CFLAGS64 += $(YYCFLAGS)
pi cs/dt _| ex. o pics/dt_gramar.o : = CERRMARN += -errof f =E_STATEMENT_NOT_REACHED
pi cs/dt_l ex.o pics/dt_grammar.o : = CCVERBOSE =
../comon/dt_errtags.c: ../comon/nkerrtags.sh ../comon/dt_errtags.h

sh ../common/ nkerrtags.sh < ../conmon/dt_errtags.h > $@

../ comon/ dt _nanes.c: ../comon/nknames. sh $( SRC)/ uts/ common/sys/dtrace. h

sh ../ comon/ nknanes. sh < $( SRC)/ uts/ common/ sys/dtrace. h > $@

../ comon/errno.d: ../comon/nkerrno.sh $(SRC)/uts/comon/sys/errno. h
sh ../common/ nkerrno. sh < $(SRC)/uts/ common/ sys/errno.h > $@

194
195

197
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../ comon/signal.d: ../common/nksignal.sh $(SRC)/uts/comon/sys/isolsignal_iso.h
sh ../comon/ nksi gnal . sh < $(SRC)/ uts/ common/ sys/iso/signal _iso.h > $@
../ comon/ % sed: ../conmon/ % sed.in
$(COWPI LE.cpp) -D KERNEL $< | tr -d " ' | tr """ '@ | \
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sed 's/\&\\\& g | grep '~s/’ > $@

./ common/ procfs.d: ../comon/procfs.sed ../common/procfs.d.in
sed -f ../common/procfs.sed < ../comon/procfs.d.in > $@

./comon/io.d: ../comon/io.sed ../comon/io.d.in
sed -f ../common/io.sed < ../commn/io.d.in > $@

./comon/ip.d: ../common/ip.sed ../comon/ip.d.in
sed -f ../common/ip.sed < ../common/ip.d.in > $@

./comon/net.d: ../common/net.sed ../common/net.d.in
sed -f ../comon/net.sed < ../comon/net.d.in > $@

./ common/ sysevent.d: ../comon/sysevent.sed ../comon/sysevent.d.in
sed -f ../common/sysevent.sed < ../conmon/sysevent.d.in > $@
./comon/tcp.d: ../comon/tcp.sed ../comon/tcp.d.in
./comon/tcp.d: ..//common/tcp.sed ../comon/tcp.d.in
sed -f ../common/tcp.sed < ../comon/tcp.d.in > $@

./ common/ udp. d: ../common/udp. sed ../comon/udp.d.in
sed -f ../comon/udp.sed < ../comon/udp.d.in > $@

../comon/sctp.d: ../common/sctp.sed ../common/sctp.d.in
sed -f ../comon/sctp.sed < ../comon/sctp.d.in > $@

#endif /* | codereview */

pics/%o: ../$(MACH)/%c
$(COWPI LE. ¢) -0 $@ $<
$( POST_PROCESS_0O)

pics/%o: ../$(MACH/% s
$(COWPI LE. s) -0 $@ $<
$( POST_PROCESS_0O)

$( DRTI OBJ): $( DRTI OBJS)
$(LD) -0 $@-r -Blocal -Breduce $(DRTIOBJS)
$( POST_PROCESS_0O)

$(LI BDAUDI T) : $( LI BDAUDI TOBJS)

$(LINK. ¢) -0 $@ $( GSHARED) - h$(LI BDAUDI T) $(ZTEXT) $(ZDEFS) $(BDI RECT) \

$( MAPFI LE. PGA: %- M4 $( MAPFI LE. NED: %- M4 $(LI BDAUDI TOBJS) \
-l maprmal loc -lc -Iproc
$( POST_PROCESS_SO

$( ROOTDLI BDI R) :
$(INS. dir)

$( ROOTDLI BDI R64) :  $( ROOTDLI BDI R)
$(INS. dir)

$(ROOTDLI BDI R)/ % d: ../ common/ % d
$(INS. file)

$(ROOTDLI BDI R)/ % d: ../ $(MACH) / % d
$(INS. file)

$( ROOTDLI BDI R)/ % d: % d
$(INS. file)
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259 $(ROOTDLIBDIR)/ % 0: % o

260 $(INS. file)

262 $(ROOTDLI BDI R64)/ % 0: % o
263 $(INS. file)

265 $( ROOTDLI BDIR)/ % so: % so
266 $(INS.file)

268 $( ROOTDLI BDI R64)/ % so: % so
269 $(INS. file)

271 $(ROOTDLI BS): $( ROOTDLI BDI R)
273 $(ROOTDOBJS): $(ROOTDLI BDI R)
275 $( ROOTDOBJS64) : $( ROOTDLI BDI R64)
277 include ../../Makefile.targ
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LR R R R EEEEEREREREREEEEEEEEEEEEEEEEREEEREREREEEEEEEEEESES] 139 #endlf /* | COdeI’eVI ew */
53723 Sat Apr 12 11:18:54 2014 140
new usr/src/lib/libdtrace/ common/dt_open.c 141 };
3903 DTrace SCTP Provi der
LEEE R R R EE SRR EEEEEEEEEEE R EREEEEEEEEEEEEEEEEEEREEEEEEEEEESEE] 143 /*
__unchanged_portion_onitted_ 144 * Table of global identifiers. This is used to populate the global identifier
145 * hash when a new dtrace client open occurs. For nore info see dt_ident.h.
82 /[ * 146 * The global identifiers that represent functions use the dt_idops_func ops
83 * The version nunber should be increased for every custoner visible release 147 * and specify the private data pointer as a prototype string which is parsed
84 * of DTrace. The nmjor nunber should be increnmented when a fundanental 148 * when the identifier is first encountered. These prototypes | ook |ike ANSI
85 * change has been nade that would affect all consumers, and would reflect 149 * C function prototypes except that the special synbol "@ can be used as a
86 * sweeping changes to DTrace or the D | anguage. The minor nunber should be 150 * wildcard to represent a single paranmeter of any type (i.e. any dt_node_t).
87 * increnented when a change is introduced that could break scripts that had 151 * The standard "..." notation can also be used to represent varargs. An enpty
88 * previously worked; for exanple, adding a new built-in variable could break 152 * paraneter list is taken to mean void (that is, no argunents are pernitted).
89 * a script which was already using that identifier. The mcro nunber should 153 * A paraneter enclosed in square brackets (e.g. "[int]") denotes an optional
90 * be changed when introducing functionality changes or major bug fixes that 154 * argunent.
91 * do not affect backward conpatibility -- this is nerely to nmake capabilities 155 */
92 * easily deternmined fromthe version nunber. Mnor bugs do not require any 156 static const dt_ident_t _dtrace_globals[] = {
93 * nodification to the version nunber. 157 { "alloca", DT _TDENT FUNC 0, DIF_SUBR ALLOCA, DT_ATTR STABCWN, DT_VERS 1_0,
94 */ 158 &dt _i dops_func, "voi d *(size_t)" },
95 #define DIT_VERS_1_0 DT_VERSI ON_NUMBER(1, 0, 0) 159 { "arg0", DT_I DENT_ SCALAR, 0, DI F_VAR _ARQD, DT_ATTR _STABCW, DT_VERS 1_0,
96 #define DT_VERS 1_1 DT_VERSI ON_NUMBER(1, 1, 0) 160 &dt T dops_type, "int64_t" },
97 #define DI_VERS_1_2 DT_VERSI ON_NUMBER( 1, 2, 0) 161 { "argl", DT_IDENT_SCALAR, 0, DI F_VAR ARGl, DT_ATTR STABCWN, DT_VERS 1 0,
98 #define DT_VERS_1_2_1  DT_VERSI ON_NUMBER(1, 2, 1) 162 &dt Tdops type, "int64 t" },
99 #define DI_VERS_1_2_2  DT_VERSI ON_NUMBER(1, 2, 2) 163 { "arg2", DT_|IDENT_SCALAR, 0, DI F_VAR ARG2, DT_ATTR STABCWN, DT_VERS 1_0,
100 #define DT_VERS 1_3 DT_VERSI ON_NUMBER(1, 3, 0) 164 &dt T dops_type, “int64 t" },
101 #define DT_VERS 1 4 DT_VERSI ON_NUMBER(1, 4, 0) 165 { "arg3", DT I DENT SCALAR 0, DIF VAR ARG3, DT_ATTR STABCWN, DT _VERS 1 0,
102 #define DT_VERS 1_4_1  DT_VERSI ON_NUMBER(1, 4, 1) 166 &dt _Tdops_type, "int64_t" },
103 #define DT_VERS_1_5 DT_VERSI ON_NUMBER(1, 5, 0) 167 { "arg4", DT_|I DENT_SCALAR, 0, DI F_VAR ARG4, DT_ATTR STABCWN, DT_VERS 1_0,
104 #define DT_VERS 1_6 DT_VERS| ON_NUMBER(1, 6, 0) 168 &dt _i dops_type, "int64_t" },
105 #define DT_VERS 1 6_1  DT_VERSI ON_NUMBER(1, 6, 1) 169 { "arg5", DT I DENT SCALAR 0, DIF VAR ARG, DT_ATTR STABCWN, DT VERS 1 0,
106 #define DT_VERS 1 6 2 DT _VERSI ON_NUMBER(1, 6, 2) 170 &dt_idops_type, "int64_t"},
107 #define DT_VERS 1_6_3 DT_VERSI ON_NUMBER(1, 6, 3) 171 { "arg6", DT_I DENT_SCALAR, 0, DI F_VAR ARG5, DT_ATTR _STABCM\, DT_VERS 1_0,
108 #define DT_VERS 1_7 DT_VERSI ON_NUMBER(1, 7, 0) 172 &dt _i dops_type, "int64_t" },
109 #define DT_VERS 17 1  DT_VERSI ON_NUMBER(1, 7, 1) 173 { "arg7", DT _IDENT SCALAR 0, DIF VAR ARG7, DT_ATTR STABCWN, DT VERS 1 0,
110 #define DT_VERS 1_8 DT_VERSI ON_NUMBER(1, 8, 0) 174 &dt Tdops_type, "int64 t" },
111 #define DT_VERS 1_8 1  DT_VERSI ON_NUMBER(1, 8, 1) 175 { "arg8", DT_I| DENT_SCALAR, 0, DI F_VAR ARG8, DT_ATTR STABCMN, DT_VERS 1_0,
112 #define DT_VERS 1_9 DT_VERSI ON_NUMBER(1, 9, 0) 176 &dt _i dops_type, "int64_t" },
113 #define DT_VERS 19 1  DT_VERSI ON_NUMBER(1, 9, 1) 177 { "arg9", DT _IDENT SCALAR 0, DIF_VAR AR®, DT_ATTR STABCWN, DT _VERS 1 0,
114 #define DT_VERS 19 2 DT _VERSI ON NUMBER(1, 9, 2) 178 &dt_idops_type, "int64_t"},
115 #define DI_VERS_LATEST DT VERS_1_9_2 179 { "args", DT_IDENT_ARRAY, 0, DIF_VAR ARGS, DT_ATTR STABCW, DT _VERS 1 0,
116 #define DT_VERS STRING "Sun D 1.9.2" 180 &dt_l dops_args, NULL },
114 #define DT_VERS LATEST DT VERS_1 9_1 181 { "avg", DT_| DENT_, AGG:UNC 0, DTRACEAGG AVG, DT_ATTR STABCWN, DT_VERS 1_0,
115 #define DI_VERS STRING "Sun D 1.9.71" 182 &dt "i dops_func, "voi d(@ },
183 { "basenane", DT_I DENT_ FUNC 0, DI F_SUBR_BASENAME, DT_ATTR STABCWN, DT_VERS_1_0,
118 const dt_version_t _dtrace_versions[] = { 184 &dt |dops func, strlng(const char *)"
119 Dr_VERS 1 0, /* D APl 1.0.0 (PSARC 2001/466) Solaris 10 FCS */ 185 { "bcopy", DT_| DENT FUNC 0, DI F_SUBR_BCOPY, DT_. ATTR STABCWN, DT_VERS_1_0,
120 DT_VERS 1 1, /* DAPlI 1.1.0 Solaris Express 6/05 */ 186 &dt |dops func, "void(void *, void *, size t)" },
121 DT_VERS_1_2, /* DAPI 1.2.0 Solaris 10 Update 1 */ 187 { "breakpoint", DT_ IDENT ACTFUNC, 0, DT_ACT_BREAKPO NT,
122 DI_VERS 1_2_1, /* DAPI 1.2.1 Solaris Express 4/06 */ 188 DT _ ATTR STABCWN, DT_VERS_1_0,
123 DI_VERS 1 2 2, /* DAPI 1.2.2 Solaris Express 6/06 */ 189 &dt _i dops_func, "void()" },
124 DT_VERS 1_3, /* D APl 1.3 Sol aris Express 10/06 */ 190 { "caller", DT_IDENT_ SGALAR 0, DIF_VAR CALLER, DT_ATTR STABCWN, DT_VERS 1_0,
125 DT_VERS_1_4, /* D APl 1.4 Solaris Express 2/07 */ 191 &dt _idops_type, "uintptr_t"
126 DI_VERS 1 4.1, /* DAPI 1.4.1 Solaris Express 4/07 */ 192 { "chill", DT_| DENT. ACTFUNC 0, DT_ ACT CHI LL, DT_ATTR STABCWN, DT_VERS 1_0,
127 DT_VERS 1_5, /* D API 1.5 Solaris Express 7/07 */ 193 &dt |dops func, "voi d(l nt)"
128 DT_VERS 1_6, /* DAPI 1.6 */ 194 { "cleanpath", DT_IDENT_FUNC, 0, DIF_ SUBR CLEANPATH, DT_ATTR_STABCMW\,
129 DT_VERS 1 6_1, /* DAPI 1.6.1 */ 195 DT VERS 1_0, &dt _idops_ func "string(const char *)"
130 DI_VERS 1 6_2, /* DAPI 1.6.2 */ 196 { "clear", DT_I DENT ACTFUNC 0, DT ACT CLEAR, DT_ATTR_ STABCNN DT_VERS_1_0,
131 DI_VERS 1 6_3, /* DAPI 1.6.3 */ 197 &dt _idops_func, "void(...)"
132 DT_VERS 1_7, /* DAPI 1.7 */ 198 { "commit", DT_I| DENT ACTFUNC 0 DT_. ACT COW T, DT_ATTR _STABCM\, DT_VERS 1_0,
133 DI _VERS 1 7 1, /* DAPl 1.7.1 */ 199 &dt i dops_func, "void(int)" },
134 DT_VERS_1_8, /* DAPI 1.8 */ 200 { "copyin", DT_I DENT FUNC 0, DI F_SUBR COPYIN, DT_ATTR STABCWN, DT_VERS 1_0,
135 DI_VERS 1 8.1, /* DAPI 1.8.1 */ 201 &dt |dops func, "voi d *(uintptr_t, size_ t)" },
136 DT_VERS 1_9, /* DAPl 1.9 */ 202 { "copyinstr”, DT_IDENT_FUNC, 0, DI F_SUBR COPYI NSTR,
137 DT_VERS 1 9 1, /* DAPI 1.9.1 */ 203 DT_ATTR STABCWN, DT_ VERS_1 0,
138 DT_VERS 19 2, /* DAPl 1.9.2 */ 204 &dt _i dops_func, "string(uintptr_t, [size_t])" },
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205 { "copyinto", DT_IDENT_FUNC, 0, DI F_ SUBR COPYI NTO, DT_ATTR_STABCW\,

206 DT VERS 1 0, &dt_idops_func, "void(uintptr_t, size_t, void *)" },

207 { "copyout™, DT_| | DENT FUI\C 0, DIF_ SUBR COPYQUT, DT_, ATTR STABCIVN DT_VERS_1_0,
208 &dt | |dops func, "voi d(v0| d*, uintptr_t, size_t)" },

209 { "copyoutstr", DT IDENT FUNC, 0, DI F_SUBR_ COPYOUTSTR,

"},
269 "I'ltostr", DT_| DENT FUNC 0, DI F SUBR_LLTOSTR, DT_ATTR_STABCWN, DT_VERS_ 1_0,
270 &dt_l dops_func, "stri ng(l nt64_t, [int])" },

210 DT ATTR STABCWN, DT_VERS_1_0,
211 &dt _i dops_func, "voi d(char *, uintptr_t, size_t)" },
212 { "count", DT_I DENT AGGFUNC 0, DTRACEAGG CCUNT DT_ATTR_STABCWN, DT_VERS 1_0,
213 &dt |dops func, "void()"
214 { "curthread", DT_|I DENT_SCALAR, 0, DI F_VAR_CURTHREAD,
215 { DTRACE STABI LT TY_STABLE, DTRACE_STABI LI TY_PRI VATE,
216 DTRACE_CLASS OO\/ND\I }, DT_VERS_1 0,
217 &dt |dops type, "genunix‘kthread_t *"
218 { " _pat hnane", "DT_I DENT_FUNC, 0, DI F_SUBR_ DDI _ PATHNANME,
219 DT_ATTR EV(]_CNN DT_VERS 1 0,
220 &dt |dops func, "string(void *, int64_t)" },
221 { "denormalize", DT_| IDENT ACTFUNC, 0, DT_ACT_DENCRVALI ZE, DT_ATTR_STABCW,
222 DT VERS 1.0, &dt_idops_func, "void(...)"
223 { "dirname™, DT _| | DENT FUNC 0, DIF SUBR_DI RNANE DT ATTR_STABCWN, DT_VERS 1_0,
224 &dt_l dops_func, "string(const char *)"
225 { "discard", DT_| DENT_, ACTFUNC 0, DT_ACT_DI SCARD, DT_ATTR_STABCWN, DT_VERS_1_0,
226 &dt _i dops_func, "void(int)" ¥,
227 { "epid", DT_I DENT_ SC‘ALAR 0, DI F_VAR EPI D, DT_ATTR _STABCM\, DT_VERS 1_0,
228 adt _idops_type, "uint_t" ¥,
229 { "errno", DT_I DENT_ SCALAR, 0, DI F_VAR_ERRNO, DT_ATTR_STABCWN, DT_VERS_1_0,
230 &dt _i dops_type, "“int"
231 { "execnane", DT_| DENT_SCALAR, O DI F_VAR_EXECNAMNE,
232 DT_ATTR STABCMN, DT VERS 1 0, &dt i dops type, "string" },
233 { "exit", DT_I DENT_ ACTFUNC, "0, DT_ACT_EXIT, DT_ATTR STABCWN, DT_VERS 1_0,
234 &t _idops_func, "voi d(l nt)"
235 { "freopen", DT_I DENT ACTFUNC 0, DT_. ACT FREOPEN, DT_ATTR_STABCM\,
236 DT VERS 1.1, &dt_idops_ func "void(@ ...)" ¥,
237 { "ftruncate", DT_ | DENT ACTFUNC, O, DT ACT_ FTRUNCATE DT_ATTR_STABCW\,
238 DT_ VERS 1°0, &dt_idops_ func "voi d()"
239 { "func", DT_I DENT_ACTFUNC, 0, DT ACT _SYM DT A'I'I'R STABCWN,
240 DT VERS 1.2, &dt |dops func, "_symaddr(uintptr_t)" },
241 { "getmmjor", DT IDENT FUNC, 0, DI F_SUBR GETMAJOR,
242 DT _ ATTR EVOLCWN, DT_VERS_1_O0,
243 &dt’ |dops func, "genuni x‘'major_t(genunix‘dev_t)" },
244 { "getm nor", DT_IDENT_FUNC, 0, DI F_SUBR GETM NOR,
245 DT_ATTR EVOLCWN, DT_ VERS 1.0,
246 &dt _i dops_func, "genuni x" m nor_t (genuni x‘ dev_t)"
247 { "htonl", DT_I DENT FUNC 0, DI F_SUBR HTONL, DT_ATTR_ EVO_CIVN DT_VERS_1_3,
248 &dt _i dops_func, "uint32_t(uint32_t)" },
249 { "htonl|", DT_I DENT FUNC 0, DIF_SUBR HTONLL, DT_ATTR EVOLCWN, DT_VERS 1_3,
250 &dt _idops_func, "uint64_t(uint64_t)"
251 { "htons", DT_I DENT FUNC 0, DI F_SUBR_HTONS, DT ATTR_EVOLCWN, DT_VERS 1_3,
252 &dt _idops_func, "uint16_t(uinti16 t)" },
253 { "gid", DT_I DENT SCALAR 0, DIF_VAR G D, DT_ATTR STABCWN, DT_VERS 1 0,
254 &dt i dops_type, "gi d t" T,
255 { "id", DT_ITDENT_SCALAR, 0, DI F_VAR ID, DT_ATTR STABCWN, DT _VERS 1 0,
256 &dt _i dops_type, "uint_t"
257 { "index", DT_I DENT FUNQ 0, DF SUBR | NDEX, DT_ATTR_STABCWN, DT VERS_1_1,
258 &dt |dops func, |nt(const char *, const char *, [int
259 { "inet_ntoa", DT_| | DENT_FUNC, 0, DI [ SUBR I NET_NTQOA, DT_ATTR_ STABCWN,
260 DT VERS 1°5, &dt_idops_func, "string(ipaddr_t *)"
261 { "inet_ntoa6", DT IDENT FUNC, O, Di F SUBR_I NET_NTOA6, DT ATTR STABCW,
262 DT VERS 1.5, &dt |dops_func "string(in6_addr_t *)"
263 { "inet_ntop", DI_IDENT_FUNC, 0, DIF_ SUBR | NET_ NTOP, DT_ATTR_ STABCWN,
264 DT VERS 1_5, &dt_idops_func, "string(int, void *)" },
265 { "ipl", DT_IDENT_ SCALAR 0, DIF VAR | PL, DT_ ATTR STABCWN, DT_VERS_1_0,
266 &dt i dops_type, "uint_t" },
267 { "jstack", DT_I DENT_ ACTFUNC, "o, DT_ACT_JSTACK, DT_ATTR_STABOWN, DT_VERS_1_0,
268 &dt_l dops_func, "stack(.
{
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271 { "llquantize", DT_| DENT_AGGFUNC, 0, DTRACEAGG LLQUANTI ZE, DT_ATTR_STABCM,
272 DT VERS_1 7, &dt_idops_func,

273 v0|d(@ |nt32t int32_t, |nt32t int32_t, ..

274 { "lquantize", DT_|DENT_ AGGFUNC, 0, DTRACEAGG LQJANTI ZE,

275 DT_ATTR_STABCMWN, DT_VERS_1_0,

276 &dt _i dops_func, "void(@ int32_t, int32_t, DERE

277 { "max", DT_I DENT_. AGGFUNC 0, DTRACEAGG I\/AX DT_ ATTR STABCNN DT_VERS_1_0,
278 &dt _i dops_func, "voi d(

279 { "min", DT_| DENT_, AGG3UNC 0, DTRACEAG; M N, DT_ATTR_STABCW, DT_VERS 1_0,
280 &dt "i dops_func, "void( },

281 { "nod", DT_I DENT_. ACTFUNC 0, DT_ACT_MOD, DT_ATTR _STABCW\,

282 DT VERS 12, &dt |dops_func " _symaddr(uintptr_t)" },

283 { "msgdsi ze", DT_ IDENT FUNC, 0, DI F_SUBR_MSGDSI ZE,

284 DT ATTR STABCMWN, DT_VERS 1 0,

285 &dt _idops_func, "size_ t(nblk_t *)" },

286 { "nsgsize", DT_| DENT_| FUNC 0, DI F_SUBR MSGSI ZE,

287 DT_ ATTR STABCWN, DT_VERS_1_0,

288 &dt |dopsfunc "size_t(mblk_t *)" },

289 { "nmutex_owned", DT_IDENT_FUNC, 0, DIF_SUBR _MJTEX_ OWNED,

290 DI_ATTR EVOLCWN, DT VERS_l o0,

291 &dt _i dops_func, "int(genunix‘knmutex_t *)"

292 { "mutex_owner”, DT |DENT_FUNC, 0, DI F_SUBR MUTEX OWNER,

293 DT_ATTR_EVOLCWN, DT_VERS 1_0,

294 &dt _i dops_func, "genuni x"kthread_t *(genunix‘knutex_t *)" },

295 { "nmutex_type_adaptive", DT_IDENT_FUNC, O, DI F_SUBR MJTEX_TYPE_ADAPTI VE,
296 DT_ATTR EVO_CI\/N DT_VERS 1 0,

297 &dt |dops func "int(genuni x' kmutex_t *)" },

298 { "mutex_type_spin" DT I DENT_FUNC, 0, DI F_SUBR MUTEX_TYPE_SPI N,

299 DT_ATTR | EVOLOW, DT_VERS_1_0,

300 &dt _i dops_func, "int(genunix‘knmutex_t *)"

301 { "ntohl", DT_I DENT FUNC 0, DI F_SUBR NTOHL, DT _ ATTR EVOLCWN, DT_VERS 1_3,
302 &dt _i dops_func, "uint32_t(uint32_t)" },

303 { "ntohl|", DT_I DENT FUNC 0, DI F_SUBR NTOHLL, DT_ATTR EVOLCWN, DT_VERS 1_3,
304 &dt _i dops_func, "uint64_t(uint64 t)"

305 { "ntohs", DT_I DENT FUNC 0, DI F_SUBR_NTCHS, DT ATTR_EVOLCWN, DT_VERS 1_3,
306 &dt |dops func, "uint16_t(uint16_t)" },

307 { "nornalize", DT_ | DENT ACTFUNC, O, DT ACT_NORMALI ZE, DT_ATTR_STABCWN,

308 DT VERS 10, &dt_idops_ func "void(...)"

309 { "panic", DT_| DENT ACTFUNC 0, DT_. ACT PANI C DT_. ATTR STABCW, DT_VERS 1_0,
310 &dt _idops_func, "voi d() },

311 { "pid", DT_I DENT SCALAR, 0, DIF_VAR_PID, DT_ATTR STABCWMN, DT_VERS 1_0,
312 &dt i dops_type, "pi d _t"

313 { "ppid", DT_I DENT_ SCALAR 0, DI F VAR _PPI D, DT_ATTR STABCWN, DT_VERS_1_0,
314 &dt _Tdops_type, "pid_t" },

315 { "print", DT_I DENT ACTFUNC 0, DT_ACT_PRINT, DT_ATTR STABCWN, DT_VERS 1_9,
316 &dt _i dops_func, "voi d(@

317 { "printa", DT_I DENT ACTFUNC 0, DT ACT_PRI NTA, DT_ATTR STABCWN, DT_VERS 1 0,
318 &dt _idops_func, "voi d(@ BERE

319 { "printf", DT_I DENT ACTFUNC 0, DT ACT PRI NTF, DT_ATTR_STABCM\, DT_VERS 1_0,
320 &dt |dops func, "voi d(@ T,

321 { "probefunc", DT | DENT SCALAR, O DI F_VAR PROBEFUNC,

322 DT ATTR STABCW, DT_VERS 1 0, &dt_idops_type, "string" },

323 { "probenod", DT_|I DENT_SCALAR 0, DI F VAR_PROBEMOD,

324 DT ATTR STABCMN, DT_VERS 1_0, &dt_idops_type, "string" },

325 { "probename", DT_| DENT_SCALAR 0, DI F_VAR PROBENAME,

326 DT ATTR STABCW, DT_VERS 1 0, &dt_idops_type, "string" },

327 { "probeprov", DT_I DENT_SCALAR, 0, D F_VAR PROBEPROV,

328 DT ATTR STABCWN, DT_VERS_ 1 0, &dt_idops_type, "string" },

329 { "progenyof", DT_IDENT_FUNC, 0, DI F_SUBR_PROGENYCF,

330 DT ATTR STABCW, DT_VERS 1 0,

331 &dt _i dops_func, "int(pid_t)" },

332 { "quantize", DT_|I DENT_AGGFUNC, 0, DTRACEAGG QUANTI ZE,

338 DT _ ATTR STABCWN, DT_VERS_1 0,

334 &dt i dops_func, "void(@ ...)" },

335 { "raise", DT_|DENT_ ACTFUNC 0, DT_ACT_RAI SE, DT_ATTR STABCM\, DT_VERS 1_0,
336 &dt _i dops_func, "voi d(| nt)" },
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337 { "rand", DT_IDENT_FUNC, O, DI F_SUBR _RAND, DT_ATTR STABCWN, DT_VERS_ 1_0, 403 DT_ATTR_STABCMN, DT_VERS 1_0,

338 &dt i dops_func, |nt() BE 404 &dt _i dops_func, "void(@ size_t, ...)" },

339 { "rindex", DT_I DENT FUNC 0, DI F_SUBR_RI NDEX, DT_ATTR STABCWN, DT_VERS 1_1, 405 { "trunc", DT_I DENT_ ACTFUNC 0, DT ACT TRUNC DT ATTR_STABCMW,

340 &dt |dops func, |nt(c0nst char *, const char *, [int])" }, 406 DT VERS_1_0, &dt_idops_func, "void(..

341 { "rw_iswiter", DT IDENT FUNC, 0, DI F_SUBR RW. | SWRI TER, 407 { "uaddr", DT_| DENT_ACTFUNC, 0, DT ACT UADDR, DT ATTR STABCW,

342 DT_ATTR EVOLCW, DT _VERS 1 0, 408 DT VERS 1_2, &dt_idops_func, "_usymaddr(uintptr_t)" },

343 &dt _i dops_func, "int(genunix‘krw ock_t *)" }, 409 { "ucaller™, DIT_ | DENT SCALAR, 0, DI F VAR  UCALLER, DT_ATTR_STABCW,
344 { "rw_read_hel d", DT_ IDENT FUNC, 0, DI F_SUBR_RW READ_HELD, 410 DT VERS 1 2, &dt_idops_type, "uint64_t" },

345 DT_ATTR EVOLOMWN, DT _VERS 1 0, 411 { "ufunc", DT_|I DENT_ACTFUNC, 0, DT_ACT_USYM DT_ATTR STABCW,

346 &dt |dops func, "int(genunix‘'krw ock_t *)" }, 412 DT VERS 1 2, &dt_idops_func, "_usymaddr(uintptr_t)"

347 { "rwwite_held", DT_ IDENT FUNC, 0, DIF_SUBR RWWRI TE_HELD, 413 { "uid", DT_|DENT_ SCALAR 0, DIF_ VAR U'D,  DT_ATTR_STABCWN, DT VERS_1_0,
348 DT_ATTR EVCLCNN DT_VERS_1 0 414 &dt i dops_type, "ui d _t"

349 &dt _i dops_func, "int(genunix‘krw ock_t *)" }, 415 { "unpd", DT_| DENT_ACTFUNC, O, DT ACT_UMOD, DT_ATTR_STABCMW\,

350 { "self", DT_I DENT_PTR, 0 0, DT_ATTR STABCMN, DI _VERS 1 0, 416 DT VERS 1 2, &dt_idops_func, ™ usymaddr(uintptr_t)" },

351 &dt _Tdops_type, "voi d" 1, 417 { "uregs", DT_IDENT_ARRAY, 0, DIF_ VAR UREGS, DT_ATTR_STABCWN, DT _VERS 1 0,
352 { "setopt", DT_IDENT_ACTFUNC, 0, DT_ ACT SETOPT, DT_ATTR_STABCMW, 418 &dt _idops_regs, NULL },

353 DT VERS_1_2, &dt _i dops_ func "voi d(const char *, [const char *])" }, 419 { "ustack", DT_I DENT_. ACTFUNC 0, DT ACT_USTACK, DT_ATTR_STABCMN, DT_VERS 1_0,
354 { "specul ate", DT_I DENT_ACTFUNC, 0, DT_ACT_SPECULATE, 420 &dt |dops func, "stack(.

355 DT_ATTR STABCWN, DT_VERS 1 0, 421 { "ustackdepth", DT_ IDENT SOALAR O DI F_VAR_USTACKDEPTH,

356 &dt |dops func, "void(int)" } 422 DT_ATTR. STABCWN, DT_VERS 1

357 { "specul ation", DT_| IDENT FUNC, 0, DI F_SUBR_SPECULATI ON, 423 &dt _i dops_type, "uint32_t" }

358 DT ATTR STABCWN, DT _VERS 1 0, 424 { "usyni', DT_| DENT_ACTFUNC, 0, DT_ACT _USYM DT_ATTR STABCW,

359 &dt _i dops_func, "int()" 7, 425 DT VERS 1 2, &dt |dops func, " _usymaddr(uintptr_t)" },

360 { "stack", DT_I DENT ACTFUNC 0, DT_ACT_STACK, DT_ATTR STABCWN, DT_VERS_ 1_0, 426 { "vnregs", DT IDENT ARRAY, 0, DI F_ VAR VMREGS, DT_ATTR STABCWN, DT _VERS 1 7,
361 &dt |dops func, "st ack( DERY 427 &dt |dops regs, NULL },

362 { "stackdepth", DT IDENT SCALAR, 0 Dl F_VAR_STACKDEPTH, 428 { "vtinestanp", DT_| DENT_SCALAR, 0, DI F_VAR VTI MESTAMP,

363 DT_ATTR STABCWN, DT_VERS_1_0, 429 DT_ATTR STABCWN, DT_VERS_1_0,

364 &dt _i dops_type, "uint32_t" }, 430 &dt’ |dops type, "uint64_t" },

365 { "stddev", DT_|I DENT_AGGFUNC, 0, DTRACEAGG_STDDEV, DT_ATTR_STABCW, 431 { "walltinmestanp", DT_|I DENT_SCALAR, 0, DI F_VAR WALLTI MESTAWP,

366 DT_VERS 1_6, &dt_i dops_ func, "voi d(@" 1}, 432 DT_ATTR_STABGW, DT_VERS_1_0,

367 { "stop", DT_I DENT_ACTFUNC, O, DT_ACT STOP, DT_ATTR STABCMN, DT_VERS 1 0, 433 &dt i dops_type, "int64 t" ¥,

368 &dt T dops_func, "voi d() }, 434 { "zonenanme™, DT_IDENT_SCALAR, 0, DI F_VAR ZONENAME,

369 { "strchr", DT_I DENT FUNC 0, DI F_SUBR STRCHR, DT_ATTR STABCWN, DT_VERS 1_1, 435 DT_. ATTR STABCMWN, DT_VERS 1_0, &dt_idops_type, "string" },

370 &dt _idops_func, "string(const char *, char)" }, 436 { NULL, 0, 0, O, { O, O, O7F, O, NULL, NULL }

371 { "strlen", DT_I DENT FUNC 0, DI F_SUBR STRLEN, DT_ATTR STABCWN, DT_VERS 1_0, 437 };

372 &dt_l dops_func, "size_t(const char *)" },

373 { "strjoin", DT_|DENT FUNC 0, DIF_SUBR _STRJO N, DT_ATTR STABCWN, DT_VERS 1_0, 439 /

374 &dt | _idops_func, "stri ng(const char *, const char *)" }, 440 * Tables of ILP32 intrinsic integer and floating-point type tenplates to use
375 { "strrchr", DT_I DENT FUNC 0, DI F_SUBR_STRRCHR, DT_ATTR STABCWN, DT_VERS 1_1, 441 * to popul ate the dynamc "C' CTF type container.

376 &dt | _idops_func, "stri ng(const char *, char)™ }, 442 x|

377 { "strstr", DT_I DENT FUNC 0, DI F_SUBR _STRSTR, DT_ATTR STABCWN, DT_VERS 1_1, 443 statl c const dt_intrinsic_t _dtrace_intrinsics_32[] = {

378 &dt _idops_func, "string(const char *, const char *)" }, 444 { "void", { CTF_INT_SIGNED, 0, O }, CTF_K INTEGER },

379 { "strtok", DT_I DENT FUNC 0, DIF_SUBR STRTOK, DT_ATTR STABCWN, DT_VERS 1 1, 445 { "signed”, { CTF_INT_SIGNED, 0, 32 }, CTF_K_|INTEGER },

380 &dt _i dops_func, strlng(const char *, const char *)" }, 446 "unsi gned", { 0, 0, 32}, CTF_K INTEGER },

381 { "substr", DT_I DENT FUNC 0, DI F_SUBR SUBSTR, DT_ATTR STABCWN, DT_VERS 1_1, 447 "char™, { CTF_INT_SIGNED | CTF_TNT_CHAR 0, 8 }, CTF_K_INTEGER },
382 &dt _idops_func, "string(const char *, int, [int])" }, 448 { "short", { CTF_INT_SIGNED, 0, 16 }, CTF_K INTEGER}

383 { "sunt, DT_| DENT_ AGG:UNC 0, DTRACEAGG SUM DT _ATTR STABCMN, DT_VERS 1_0, 449 { "int", { CTF_INT_SIGNED, 0, 32 }, CTF_K_INTEGER },

384 &dt "i dops_func, "voi d(@ }, 450 "long", { CTF_INT_SIGNED, 0, 32 }, CTF_K | NTEGER },

385 { "symi, DI_| DENT_ACTFUNC, 0, DI ACT SYM DT ATTR STABCM, 451 { "long long", { CTF_INT_SIGNED, 0, 64 }, CTF_K_INTEGER },

386 DT_VERS_1_2, &dt |dops func, "_symaddr(uintptr_t)" }, 452 "signed char", { CTF_INT_SIGNED | CTF_INT_CHAR, 0, 8 }, CTF_K_INTEGER },
387 { "systent, DT_I DENT ACTFUNC, 0, DT_ACT_SYSTEM DT_ATTR STABCWN, DT_VERS 1 0, 453 { "signed short", { CTF_INT_SIGNED, 0, 16 }, CTF_K INTEGER },

388 &dt _idops_func, "void(@ BERE 454 "signed int", { CTF_INT_SIGNED, 0, 32 }, CTF_K INTEGER}

389 { "this", DT_I DENT PTR 0 0, DT_ ATTR STABCWN, DT_VERS_1_0, 455 "signed long", { CTF_INT_SIGNED, 0, 32 }, CTF_K_INTEGER }

390 &dt _idops_type, "voi d" 1, 456 { "signed long long", { CTF_INT_SIGNED, 0, 64 }, CTF_K_|INTEGER },

391 { "tid", DT_|IDENT _SCALAR, 0, DIF_VAR TID, DT_ATTR STABCWN, DT_VERS 10, 457 { "unsigned char", { CTF_INT_CHAR, 0, 8 }, CTF_K_INTEGER },

392 &dt |dops type, "id_t" }, 458 "unsi gned short", { 0, 0, 16 }, CTF_K INTEGER T,

393 { "tinestanp", DT_IDENT _SCALAR 0, DIF_VAR TI MESTAWP, 459 { "unsigned int", { 0, 0, 32 }, CTF_K_INTEGER },

394 DT_ATTR STABCWN, DT_VERS_1_0, 460 "unsigned long", { 0, 0, 32 }, CTF_K_|INTEGER },

395 &dt _idops_type, "uint64_t" }, 461 { "unsigned long long", { 0, O, 64 }, CTF_K_|INTEGER },

396 { "tol ower", DT_IDENT_FUNC, O, DIF_SUBR TOLOWER, DT_ATTR STABCWN, DT_VERS_1_8, 462 { " Bool", { CTF_INT_BOO., 0O, 8 }, CTF_K INTEGER },

397 &dt | _idops_func, strlng(const char *)" }, 463 "float", { CTF_FP_SINGLE, 0, 32 }, CTF_K FLOAT },

398 { "toupper", DT_| DENT. FUNC 0, DI F_SUBR TOUPPER, DT_ATTR STABCWN, DT_VERS 1_8, 464 "doubl e", { CTF_FP_DOUBLE, 0, 64 }, CTF_K FLOAT },

399 &dt | _idops_func, "stri ng(const char *)" }, 465 { "long double", { CTF_FP_LDOUBLE, 0, 128 }, CTF_K FLOAT },

400 { "trace", DT_| DENT ACTFUNC 0, DT_ACT_TRACE, DT_ATTR STABCWN, DT_VERS 1_0, 466 "float inmmginary", { CTF_FP_IMAGRY, 0, 32 }, CTF_K FLOAT },

401 &dt _i dops_func, "voi d(@ T, 467 "doubl e i magi nary", { CTF FP_DI MAGRY, 0, 64 }, CTF_K FLOAT },

402 { "tracenent, DT_IDENT_ACTFUNC, 0, DT_ACT_TRACEMEM 468 { "long doubl e i maginary”, [ CTF_FP_LDI MAGRY, 0, 1287}, CTF_K FLOAT },
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469 { "float conplex", { CTF_FP_CPLX, 0, 64 }, CTF_K FLOAT },

470 { "doubl e conplex”, { CTF FP_DCPLX, 0, 128 }, CTF_K FLOAT },

471 { "long doubl e compl ex", [ CTF_FP_LDCPLX, 0, 256 }, CTF_K_FLOAT },
472 { NULL, { O, O, O }, 0}

473 };

475 | *

476 * Tables of LP64 intrinsic integer and floating-point type tenplates to use
477 * to popul ate the dynamc "C' CTF type container.

478 */

479 static const dt_intrinsic_t _dtrace_intrinsics_64[] = {

480 { "void", { CTF_INT_SIGNED, O, 0 }, CTF_K INTEGER },

481 { "signed", { CTF_INT_SIGNED, 0, 32 }, CTF_K_|INTEGER },

482 "unsigned", { 0, 0, 32}, CIF_K INTEGER}

483 { "char™, { CTF_INT_SIGNED | CTF_INT_CHAR 0, 8 }, CTF_K INTEGER },
484 { "short", { CTF_INT_SIGNED, 0, 16 }, CTF_K_ | NTEGER }.

485 { "int", { CTF_INT_SIGNED, 0, 32 }, CTF_K_INTEGER },

486 { "long", { CTF_INT_SIGNED, O, 64 }, CTF_K_ |INTEGER },

487 "long long", { CTF_INT_SIGNED, O, 64 }, CTF_K_|INTECGER },

488 { "signed char", { CTF_INT_SIGNED | CTF_INT_CHAR 0, 8 }, CTF_K_INTEGER },
489 { "signed short", { CTF_INT_SIGNED, 0, 16 }, CTF_K INTEGER}

490 "si gned int", { CTF_INT_SIGNED, 0, 32 }, CTF_K_INTEGER },

491 { "signed long", { CTF_INT_SIGNED, 0, 64 }, CIF K INTEGER}

492 "signed | ong Iong , CTF_INT_SIGNED, 0, 64 }, CIF K INTEGER}

[ cTF_ Y
493 { "unsigned char", { CTF_INT_CHAR 0, 8 }, CTF_K_| NTEGER 1},
0

494 { "unsi gned short ™ , { 0,70, 16 }, CIF_K_INTEGER T,

495 "unsigned int", { 0, 0, 32}, CITF_K INTEGER },

496 "unsi gned long", { O, 0, 64 }, CTF_K_INTEGER },

497 "unsigned long long", { O, 0, 64 }, CTF_K INTEGER },

498 { "_Bool", { CTF_INT_BOOL, 0, 8 }, CTF_K_ INTEGER },

499 { "float", { CTF_FP_SINGE, 0, 32 }, CIF_K FLOAT },

500 { "double", { CTF FP DOUBLE, 0, 64 }, CIF K FLOAT },

501 "long double", { CTF_FP_| LDOJBLE 0, 128 }, CTF_K FLOAT },
502 "f1 oat imaginary {TCTF_FP_I MAGRY, 0, 32 }, CTF_K FLOAT },

503 "doubl e i magi nary', { CTF FP_DI MAGRY, 0, 64 }, CTF_K FLOAT },

504 "l ong doubl e imaginary", { CTF_FP_LDI NAGRY 0, 128 }, CTF_K FLQOAT },
505 "fl oat conpl ex", { CTF_ P CPLX, 0, 64 }, CTF_K FLOAT },

506 { "doubl e conplex", { CT FP_DCPLX, 0, 128 }, CTF_K _FLOAT },

507 "l ong doubl e corrpl e , { CTF_FP_LDCPLX, 0, 256 }, CTF_K FLOAT },
508 { NULL, { O, O, O}, O}

509 };

511 /*

512 * Tables of ILP32 typedefs to use to popul ate the dynanic "D' CTF contai ner.

514

515 statlc const dt _typedef _t _dtrace_typedefs_32[] = {
516 "char" |nt8 t" },

517 short "int16_t" },

518 { "int", "int32t },

519 { "long Iong e t64_t }

520 "int", |ntptr },

521 "int", "ssize t },

522 "unsi gned char", "uint8_t" },

523 { "unsigned short™, "uint 16_t" },

524 "unsi gned", "ui nt 32_t },

525 "unsi gned | ong Iong uint64_t" },

526 { "unsigned char", uchar t" 3},

527 "unsi gned short", "ushort_t" },

528 "unsi gned", "ui nt_t },

529 "unsi gned | ong", "ulong_t" },

530 "unsi gned |l ong long", "u_longlong_t" },
531 { "int", "ptrdiff_t" },

532 "unsi gned", "uintptr_t" },

533 "unsi gned", "size_t" },

534 { "long", "id_t" },

513 * These aliases ensure that D definitions can use typical <sys/types.h> nanes.
*/
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535 { "long", "pid_t" },
536 { NULL, NULL }
537 };

539 /*

540 * Tables of LP64 typedefs to use to populate the dynam c "D' CTF contai ner.
541 * These aliases ensure that D definitions can use typical <sys/types.h> nanes.
542 */

543 statlc const dt _typedef _t _dtrace_typedefs_64[] = {

544 "char" | nt8 t" },

545 “short”, "int 16_t },

546 { "int", "int32_t" },

547 { "long", "int64_t" },

548 "long", "intptr_t" },

549 "l ong", "ssi ze_t "},

550 "unsi gned char", "uint8_t" },
551 { "unsigned short "uint16_t" },

1
552 "unsi gned", "ui nt32_t" }
553 "unsi gned long", "uint64_t" },
554 "unsi gned char", "uchar_t" },

555 { "unsigned short™, "ushort t° 1,
556 "unsi gned", "uint_t" },

557 "unsi gned | ong", "ul ong_ t"

558 { "unsigned long long", "u Iongl ong_t" },
559 "Iong", "ptrdiff_t" 1,

560 "unsi gned | ong" “uintptr_t" },
561 "unsi gned | ong "size_t" },
562 "int", "id_t },

563 { "int", "pldt" B

564 { NULL, NULL }

565 };

567 [ *

568 * Tables of ILP32 integer type tenplates used to popul ate the dtp->dt_ints[]
569 * cache when a new dtrace client open occurs. Values are set by dtrace_open().
570 */

571 statl c const dt_intdesc_t _dtrace_ints_32[] = {

572 { "int", NULL, CTF_ERR ~Ox7fffffffULL },

573 { ' un5|gned int", NULL, CTF_ERR, OxffffffffULL },

574 { "long”, NULL, CTF_ERR, OXx7fffffffULL },

575 { "unsigned Iong NULL, CTF_ERR, OxffffffffULL },

576 { "Iong I ong", NULL, CTF_ERR, Ox7fffffffffffffffULL },

577 { "unsigned long long", NULL, CTF_ERR, OxffffffffffffffffULL }
578 };

580 /*

581 * Tables of LP64 integer type tenplates used to popul ate the dtp->dt_ints[]
582 * cache when a new dtrace client open occurs. Values are set by dtrace_open().
583 */

584 stati c const dt_intdesc_t _dtrace_ints_64[] = {

585 { "int", NULL, CTF_ERR ~Ox7fffffffULL },

586 { ' un5|gned int", NULL, CTF_ERR, OxffffffffULL },

587 { "long", NULL, CTF ERR, OXTfffffffffffffffULL },

588 { "unsigned Iong NULL, CTF_ERR, OxffffffffffffffffULL },
589 { "long | ong", NULL, CTF_ERR, Ox7fffffffffffffffULL },

590 { "unsigned long long", NULL, CTF_ERR, OxffffffffffffffffULL }
591 };

593 /

594 * Table of macro variable tenplates used to populate the macro identifier hash
595 * when a new dtrace client open occurs. Values are set by dtrace_update()

596 */

597 static const dt_ident_t _dtrace_macros[] = {

598 { “"egid", DT_|DENT_SCALAR, 0, 0, DT_ATTR STABCWN, DT VERS_
599 { "euid", DT_|IDENT_SCALAR 0, 0, DT_ATTR STABCWN, DT _VERS 1

0},
> 1 0 },
600 { "gid", DT_TDENT SCALAR 0, 0, DT _ATTR STABCWN, DT VERS I 0 },
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601 { "pid", DT_IDENT_SCALAR 0, 0, DT_ATTR STABCWN, DT_VERS 1 0 },

602 { "pgid", DT_| DENT_SCALAR, O O DT_ATTR STABCWN, DT_VERS 1 0 },

603 { "ppi d", DT_| DENT_SCALAR, 0, 0, DT_ATTR STABCWN, DT_VERS 1 0 },

604 { "projid", DT_IDENT_SCALAR, 0, 0, DT_ATTR STABCWN, DT_VERS_1 O },

605 { "sid", DT_I DENT_SCALAR, 0, 0, DT_ATTR STABCWN, DT_VERS 1 0 },

606 { "taskid", DT_|I DENT_SCALAR, 0, 0, DT_ATTR STABCWN, DT_VERS 1 0 },

607 { "target”, DT_|IDENT_SCALAR, 0, 0, DT_ATTR STABCWN, DI_VERS 1 0 },

608 { "uid", DT_IDENT_SCALAR, 0, 0, DI_ATTR STABCWN, DT_VERS 1 0 },

609 { NULL, O, O, O, { O, O, O}, O}

610 };

612 /*

613 * Hard-wired definition string to be conpiled and cached every tinme a new
614 * DTrace library handle is initialized. This string should only be used to
615 * contain definitions that shoul d be present regardl ess of DTRACE O NOLI BS.
616 */

617 static const char _dtrace_hardwire[] = "\

618 inline long NULL = 0; \n\

619 #pragma D binding \"1.0\" NULL\nN\

620 ";

622 [ *

623 * Default DTrace configuration to use when opening |ibdtrace DTRACE O NODEV.
624 * |f DTRACE_O _NODEV is not set, we |oad the configuration fromthe kernel .
625 * The use of CTF_MODEL_NATIVE is nore subtle than it might appear: we are
626 * relying on the fact that when running dtrace(1M, isaexec w !l invoke the
627 * binary with the sane bitness as the kernel, whi ch is what we want by def aul t
628 */V\hen generating our DIF. The user can override the choice using oflags.
629 *

630 static const dtrace_conf_t _dtrace_conf = {

631 DI F_VERSI ON, /* dtc_difversion */

632 DI F_DI R_NREGS, /* dtc_difintregs */

633 DI F_DTR_NREGS, /* dtc_diftupregs */

634 CTF_MODEL_NATI VE /* dtc_ctfrodel */

635 };

637 const dtrace_attribute_t _dtrace_maxattr = {

638 DTRACE_STABI LI TY_MAX,

639 DTRACE_STABI LI TY_MAX,

640 DTRACE_CLASS MAX

641 };

643 const dtrace_attribute_t _dtrace_defattr = {

644 DTRACE_STABI LI TY_STABLE,

645 DTRACE_STABI LI TY_STABLE,

646 DTRACE_CLASS_COMVON

647 };

649 const dtrace_attribute_t _dtrace_symattr = {

650 DTRACE_STABI LI TY_PRI VATE,

651 DTRACE_STABI LI TY_PRI VATE,

652 DTRACE_CLASS_UNKNOWN

653 };

655 const dtrace_attribute_t _dtrace_typattr = {

656 DTRACE_STABI LI TY_PRI VATE,

657 DTRACE_STABI LI TY_PRI VATE,

658 DTRACE_CLASS_UNKNOWN

659 };

661 const dtrace_attribute_t _dtrace_prvattr = {

662 DTRACE_STABI LI TY_PRI VATE,

663 DTRACE_STABI LI TY_PRI VATE,

664 DTRACE_CLASS_UNKNOWN

665 };
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const dtrace_pattr_t _dtrace_prvdesc = {

{ DTRACE_STABI LI TY_UNSTABLE, DTRACE_STABI LI TY_UNSTABLE, DTRACE CLASS_COVMONN },
{ DTRACE_STABI LI TY_UNSTABLE, DTRACE_STABI LI TY_UNSTABLE, DTRACE_CLASS_COWMON 1},
{ DTRACE_STABI LI TY_UNSTABLE, DTRACE STABI LI TY_UNSTABLE, DTRACE_CLASS_COVMMN 1},
{ DTRACE_STABI LI TY_UNSTABLE, DTRACE STABI LI TY_UNSTABLE, DTRACE_CLASS_COWMMN 1},
{ DTRACE_STABI LI TY_UNSTABLE, DTRACE_STABI LI TY_UNSTABLE, DTRACE_CLASS COMMON },

e

const char *_dtrace_defcpp = "/usr/ccs/lib/cpp"; /* default cpp(1l) to invoke */
const char *_dtrace_defld = "/usr/ccs/bin/ld"; /* default 1d(1) to invoke */
const char *_dtrace_libdir = "/usr/lib/dtrace"; /* default library directory */
const char *_dtrace_provdir = "/dev/dtrace/provider"; /* provider directory */
int _dtrace_strbuckets = 211; /* default nunmber of hash buckets (prinme) */
int _dtrace_i ntbuckets = 256; /* default nunber of integer buckets (Pof2) */
uint_t _dtrace_strsize = 256; /* default size of string intrinsic type */
uint_t _dtrace_stkindent = 14; /* default whitespace indent for stack/ustack */
uint_t _dtrace_pi dbuckets = 64; /* default number of pid hash buckets */

uint_t _dtrace_pidlirulim= 8; /* default nunber of pid handles to cache */
size_t _dtrace_bufsize = 512; /* default dt_buf_create() size */

int _dtrace_argmax = 32; /* default maxi mum nunber of probe argunents */
int _dtrace_debug = 0; /* debug nessages enabled (off) */

const char *const _dtrace_version = DI_VERS STRING /* APl version string */

int _dtrace_rdvers = RD VERSION, /* rtld_db feature version */

typedef struct dt_fdlist {
int *df _fds; /* array of provider driver file descrlptors */
uint_t df_ents; /* nunber of valid elements in df_fds[] */
uint_t df_size; /* size of df_fds[] */

} dt_fdlist_t;

#pragma init(_dtrace_init)
voi d
_dtrace_init(void)

703 |

704

706
707
708
709
710

712

_dtrace_debug = getenv("DTRACE DEBUG') != NULL;

for (; _dtrace_rdvers > 0; _dtrace_rdvers--) {

if (rd_init(_ dtrace” “rdvers) == RD_OK)
br eak;

}

static dtrace_hdl _t *

713 set_open_errno(dtrace_hdl _t *dtp, int *errp, int err)
714 {

715 if (dtp !'= NULL)

716 dtrace_cl ose(dtp);

717 if (errp !'= NULL

718 *errp = err;

719 return (NULL);

720 }

722 static void

723 dt _provnod_open(dt _provnod_t **provnod, dt_fdlist_t *dfp)
724 {

725 dt _provnod_t *prov;

726 char pat h[ PATH_MAX] ;

727 struct dirent *dp, *ep;

728 DIR *dirp;

729 int fd;

731 if ((dirp = opendir(_dtrace_provdir)) == NULL)
732 return; /* failed to open directory; just skip it */
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734 ep = all oca(sizeof (struct dirent) + PATH MAX + 1);

735 bzero(ep, sizeof (struct dirent) + PATH MAX + 1);

737 whil e (readdlr _r(dirp, ep, &p) == 0 && dp != NULL) {

738 (dp->d_nane[0] == ".")

739 continue; /* skip "." and ".." */

741 if (dfp->df _ents == df p->df_size) {

742 uint _t S|ze—dfp >df _size ? dfp->df _size * 2 :
743 int *fds = reall oc(df p->df _fds, size * sizeof
745 if (fds == NULL)

746 break; /* skip the rest of this direc
748 df p->df _fds = fds;

749 df p->df _si ze = size;

750 }

752 (voi d) snprintf(path, sizeof (path), "%/ %",

753 _dtrace_provdir, dp->d_nane);

755 if ((fd = open(path, O RDONLY)) == -1)

756 continue; /* failed to open driver; just skip
758 if (((prov = malloc(sizeof (dt_provnod_t))) == NULL)
759 (prov->dp_| narm = mal | oc(strl en(dp->d_nane) + 1))
760 free(prov);

761 (v0| d) cI ose(f d);

762

763 }

765 (void) strcpy(prov->dp_nanme, dp->d_nane);

766 prov->dp_next = *provnod;

767 *provnod = prov;

769 dt _dprintf("opened provider °/5\n dp- >d_nane) ;

770 df p- >df _fds[ df p->df _ents++] = fd;

771 }

773 (void) closedir(dirp);

774 }

776 static void

777 dt_provnod_destroy(dt_provnod_t **provnod)

778 {

779 dt _provnod_t *next, *current;

781 for (current = *provnod; current != NULL; current = next) {
782 next = current->dp_next;

783 free(current->dp_nane);

784 free(current);

785

787 *provmod = NULL;

788 }

790 static const char *

791 dt_get _sysinfo(int cnd, char *buf, size_t len)

792 {

793 ssize_t rv = sysinfo(cnd, buf, len);

794 char *p = buf;

796 if (rv <0]| rv >len)

797 (void) snprintf(buf, len, "%", "Unknown");

16;
(int));

tory */

it */

[
== NULL)
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799 while ((p = strchr(p, *.")) != NULL)
800 *ptt =
802 return (buf);
803
805 static dtrace_hdl _t *
806 dt _vopen(int version, int flags, int *errp,
807 const dtrace_vector_t *vector, void *arg)
808 {
809 dtrace_hdl_t *dtp = NULL;
810 int dtfd = -1, ftfd = -1, fterr = 0;
811 dtrace_prog_ t *pgp
812 dt _nmodul e_t *dnp;
813 dt _provnod_t *provinod = NULL;
814 int i, err;
815 struct rlimt rl;
817 const dt_intrinsic_t *dinp;
818 const dt_typedef _t *dtyp;
819 const dt_ident_t *idp;
821 dtrace_typeinfo_t dtt;
822 ctf_funcinfo_t ctc;
823 ctf_arinfo_t ctr;

{ 825 dt _fdlist_t df = { NULL, O, O };
827 char isadef[32], utsdef[32];
828 char s1[64], s2[64];
830 if (version <= 0)
831 return (set_open_errno(dtp, errp, EINVAL));
833 if (version > DTRACE_VERSI ON)
834 return (set_open_errno(dtp, errp, EDT_VERSION));
836 if (versi on < DTRACE_VERSI ON) {
837
838 * Currently, increasing the library version nunber is used to
839 * denote a binary inconpatible change. That is, a consumer
840 * of the library cannot run on a version of the library with
841 * a hi gher DTRACE_VERSI ON nunber than the consuner conpil ed
842 * against. Once the library APl has been committed to,
843 * backwards binary conpatibility will be required; at that
844 * tinme, this check should change to return EDT_OVERSI ON only
845 * if the specified version nunber is |ess than the version
846 * nunber at the time of interface commitnent.
847 */
848 return (set_open_errno(dtp, errp, EDI_OVERSIQN));
849 }
851 if (flags & ~DTRACE_O MASK)
852 return (set_open_errno(dtp, errp, EINVAL));
854 if ((flags & DTRACE O LP64) && (flags & DTRACE O | LP32))
855 return (set_open_errno(dtp, errp, EINVAL));
857 if (vector == NULL && arg != NULL)
858 return (set_open_errno(dtp, errp, EINVAL));
860 if (elf_version(EV_CURRENT) == E)
861 return (set_open_errno(dtp, errp, EDT_ELFVERSI ON));
863 if (vector !'= NULL || (flags & DTRACE_O NODEV))
864 goto alloc; /* do not attenpt to open dtrace device */

12
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866 /*

867 * Before we get going, crank our limt on file descriptors up to the
868 * hard limt. This is to allowfor the fact that |ibproc keeps file
869 * descriptors to objects open for the lifetine of the proc handl e;
870 * without raising our hard limt, we would have an acceptably small
871 * bound on the nunber of processes that we could concurrently

872 * instrument with the pid provider.

873 */

874 if (getrlimt(RLIMT_NOFILE, &l) == 0) {

875 rl.rlimecur = rl.rlimnax;

876 (v0|d) setrlimt(RLIMT_ NCFILE &rl);

877 }

879 I*

880 * CGet the device path of each of the providers. W hold them open
881 * in the df.df _fds list until we open the DTrace driver itself,
882 * allowing us to see all of the probes provided on this system Once
883 * we have the DTrace driver open, we can safely close all the providers
884 * now that they have registered with the framework.

885 *

886 dt _provnod_open( &pr ovnod, &df);

888 dtfd = open("/dev/dtrace/dtrace", O RDWR);

889 err = errno; /* save errno from openl ng dtfd */

891 ftfd = open("/dev/dtrace/provider/fasttrap", O RDWR);

892 fterr = ftfd == -1 ? errno : 0; /* save errno fromopen ftfd */

894 while (df.df_ents-- 1= 0)

895 (void) close(df.df_fds[df.df_ents]);

897 free(df.df _fds);

899 /*

900 * |If we failed to open the dtrace device, fail dtrace_open().

901 * We convert sonme kernel errnos to customlibdtrace errnos to

902 * inprove the resulting nessage fromthe usual strerror().

903 */

904 if (dtfd == -1) {

905 dt _provnod_dest roy( &rovnod);

906 switch (err)

907 case ENOCENT:

908 err = EDT_NCENT;

909 br eak;

910 case EBUSY:

911 err = EDT_BUSY;

912 break;

913 case EACCES:

914 err = EDT_ACCESS;

915 br eak;

916 }

917 return (set_open_errno(dtp, errp, err));

918 }

920 (void) fentl (dtfd, F_SETFD, FD_CLOEXEC);

921 (void) fentl(ftfd, F_SETFD, FD_CLOEXEC);

923 all oc:

924 if ((dtp = malloc(sizeof (dtrace_hdl_t))) == NULL)

925 return (set_open_errno(dtp, errp, EDT_NOVEM );

927 bzero(dtp, sizeof (dtrace_hdl_t));

928 dt p->dt _of l ags = fl ags;

929 dt p->dt _prcnode = DT_PROC _STOP_PREI NI T;

930 dt p->dt _| i nknode = DT_LI NK_KERNEL;
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931 dt p->dt _| i nktype = DT_LTYP_ELF;

932 dt p- >dt _x| at enode = DT_XL_STATI C,

933 dt p- >dt _st dcnode = DT_STDC XA,

934 dt p->dt _versi on = version;

935 dtp->dt_fd = dtfd;

936 dtp->dt_ftfd = ftfd;

937 dtp->dt _fterr = fterr;

938 dt p->dt _cdefs_fd = -1'

939 dt p->dt _ddefs_fd = -

940 dt p->dt _stdout _fd = —l,

941 dt p- >dt _nodbuckets = _dtrace_strbuckets;

942 dt p->dt _nods = cal |l oc (dt p- >dt _nodbuckets, sizeof (dt_nodule_t *));
943 dt p- >dt _provbuckets = _dtrace_strbuckets;

944 dt p->dt _provs = cal | oc(dtp->dt_provbuckets, sizeof (dt_provider_t
945 dt _proc_init(dtp);

946 dt p->dt _vmax = DT_VERS LATEST;

947 dt p->dt _cpp_path = rdup( dtrace_defcpp);

948 dt p->dt _cpp_argv = nmal | oc(si zeof (char *))

949 dt p->dt _cpp_argc = 1;

950 dt p->dt _cpp_args = 1;

951 dt p->dt _l d_path = strdup( dtrace_defld);

952 dt p- >dt _provnod = provnod,

953 dt p- >dt _vector = vector;

954 dt p->dt _varg = arg;

955 dt _dof _init(dtp);

956 (voi d) unane(&dtp >dt _uts);

958 if (dtp->dt_nmpds == NULL || dtp->dt_provs == NULL ||

959 dt p->dt _procs == NULL || dtp->dt_proc_env == NULL ||
960 dt p->dt _l d_path == NULL || dtp->dt_cpp_path == NULL ||
961 dt p->dt _cpp_argv == NULL)

962 return (set_open_errno(dtp, errp, EDT_NOVEM );

964 for (i = 0; i < DTRACECPT_MAX; i ++)

965 dt p->dt _options[i] = DTRACEOPT_UNSET;

967 dt p->dt _cpp_argv[0] = (char *)strbasenanme(dtp->dt_cpp_path);
969 (void) snprintf(isadef, sizeof (isadef), "-D_SUNWD %",
970 (uint_t)(sizeof (v0|d *) * NBBY));

972 (void) snprintf(utsdef, sizeof (utsdef), "-D_%_%",

973 dt _get _sysi nfo(SI _SYSNAME, s1, sizeof (sl1)),

974 dt _get _sysi nfo(SI _RELEASE, s2, sizeof (s2)));

976 if (dt_cpp_add_arg(dtp, "-D sun") == NULL ||

977 dt _cpp_add_arg(dtp, "-D__unix") == NULL ||

978 dt _cpp_add_arg(dtp, "-D_SVR4") == NULL ||

979 dt _cpp_add_arg(dtp, "-D__SUNWD=1") == NULL ||

980 dt _cpp_add_arg(dtp, isadef) == NULL ||

981 dt _cpp_add_arg(dtp, utsdef) == NULL)

982 return (set_open_errno(dtp, errp, EDT_NOVEM );

984 if (flags & DTRACE_O_

985 bcopy (& dtrace_conf, &dtp->dt_conf, sizeof (_dtrace_conf));
986 else if (dt_ioctl(dtp, ~DTRACEI OC_CONF, &dtp->dt_conf) =10
987 return (set_open_errno(dtp, errp, errno));

989 if (flags & DTRACE_O LP64)

990 dt p- >dt _ conf dtc_ctfrnodel = CTF_MODEL_LP64;

991 else if (flags & DTRACE O | LP32)

992 dt p->dt _conf.dtc_ctfnodel = CTF_MODEL_| LP32;

994 #ifdef __sparc
995 [*
996 * On SPARC systens,

__sparc is always defined for <sys/isa_defs.h>

14
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997
998
999
1000

1002
1003
1004
1005

1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020

1022
1023

1025
1026
1027
1028

1030
1031
1032

1034
1035

1037
1038

1040
1041
1042

1044
1045
1046
1047
1048
1049
1050
1051
1052
1053
1054
1055

1057
1058
1059
1060
1061

#endi f
#i f def

#endi f

* and sparcv9 is defined if we are doing a 64-bit conpile.
*
/

if (dt_cpp_add_arg(dtp, "-D__sparc") == NULL)
return (set_open_errno(dtp, errp, EDI_NOVEM);

if (dtp->dt_conf.dtc ctfrmdel == CTF_MODEL_LP64 &&
dt _cpp_add_arg(dtp, "-D__sparcv9™) == NULL)
return (set_open_errno(dtp, errp, EDI_NOVEM);

__x86
/*

* On x86 systens, i386 is defined for <sys/isa_defs.h> for 32-bit

* conpil es and and64 is defined for 64-bit conpiles. Unlike SPARC,
* they are defined exclusive of one another (see PSARC 2004/ 619).

*

/
if (dtp->dt_conf.dtc_ctfnodel == CTF_MODEL_LP64) {
if (dt_cpp_add_arg(dtp, "-D__and64") == NULL)
return (set_open_errno(dtp, errp, EDT_NOVEM);
} else {
if (dt_cpp_add_arg(dtp, "-D__i386") == NULL)
return (set_open_errno(dtp, errp, EDT_NOMVEM);

if (dtp->dt_conf.dtc_difversion < DI F_VERSI ON)
return (set_open_errno(dtp, errp, EDT_DI FVERS));

if (dtp->dt_conf.dtc_ctfnodel == CTF_MODEL_I| LP32)
bcopy(_dtrace_ints_32, dtp->dt_ints, sizeof (_dtrace_ints_32));
el se
bcopy(_dtrace_ints_64, dtp->dt_ints, sizeof (_dtrace_ints_64));

dt p->dt _macros = dt_i dhash create( macr 0" NULL| 0, U NT_MAX);
dt p- >dt _aggs = dt_i dhash_create(" aggregatl on", NULL,
DTRACE_AGGVARI DNONE + 1, U NT_MAX);

dt p->dt _gl obal s = dt_i dhash_create("global", _dtrace_globals,
D F_VAR OTHER UBASE, DI F_VAR OTHER MAX);

dtp->dt _tls = dt _idhash_create("thread |ocal", NULL,
Dl F_VAR _OTHER UBASE, DI F_VAR OTHER MAX);

if (dtp->dt_macros == NULL || dtp->dt_aggs == NULL ||
dt p->dt _globals == NULL || dtp->dt_tls == NULL)
return (set_open_errno(dtp, errp, EDI_NOVEM);

/*
* Popul ate the dt_nacros identifier hash table by hand: we can’'t use
* the dt_idhash_popul ate() mechani sm because we’re not yet conpiling
* and dtrace_update() needs to inmmediately reference these idents.
*/
for (idp = _dtrace_macros; idp->di_name != NULL; idp++) {
if (dt_idhash_insert(dtp->dt_nacros, idp->di _nang,
i dp->di _kind, idp->di _flags, idp->di_id, idp->di_attr,
i dp->di _vers, idp->di_ops ? idp->di_ops : &dt_idops_thaw,
idp->di _iarg, 0) == NULL)
) return (set_open_errno(dtp, errp, EDT_NOMVEM));

/*

* Update the nodule |ist using /systenfobject and | oad the val ues for
* the macro variable definitions according to the current process.

*/

dtrace_updat e(dtp);
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/*
* Select the intrinsics and typedefs we want based on the data nodel.
* The intrinsics are under "C'. The typedefs are added under "D'.

|f (dt p- >dt _conf.dtc_ctfnodel == CTF_MODEL_ILP32) {
dinp = _dtrace |ntr|nS|cs 32;
dtyp = _dtrace_typedefs_32;
} else {
dinp = _dtrace_intrinsics_64;
dtyp = _dtrace_t ypedefs_64;
}
/*

* Create a dynamic CTF container under the "C' scope for intrinsic
* types and types defined in ANSI-C header files that are included.
*/

if ((dnmp = dtp->dt_cdefs = dt_nodul e_create(dtp, "C')) == NULL)
return (set_open_errno(dtp, errp, EDT_NOVEM );

if ((dnmp->dmctfp = ctf_create(& tp->dt_ctferr)) == NULL)
return (set_open_errno(dtp, errp, EDT_CTF));

dt _dprintf("created CTF container for % (%)\n",
dnp- >dm nane, (void *)dnp->dmctfp);

(void) ctf_setnodel (dnp->dmctfp, dtp->dt_conf.dtc_ctfnodel);
ctf_setspecific(dnp->dmctfp, dnp);

dnmp->dm f | ags
dnmp- >dm _nodi d

DT_DM LOADED; /* fake up |oaded bit */
-1; /* no nodule ID */

*

* Fill the dynamic "C' CTF container with all of the intrinsic
* integer and floating-point types appropriate for this data nodel.
&/

for (; dinp->din_nane != NULL di np++) {
if (dinp- >d|n ki nd == CTF_K_I NTEGER) {
err = ctf_add_i nteger (dnp->dm ctfp, CTF_ADD ROOCT,
di np->di n_nane, &di np->din_data);
} else {
err = ctf_add_float(dnp->dmctfp, CTF_ADD ROCT,
di np->di n_nane, &di np->din_data);

if (err == CTF_ERR)
dt_dprintf("failed to add % to C container: %\n",
di np->di n_nare, ctf_errnmsg(
ctf_errno(dnp->dmctfp)));
return (set_open_errno(dtp, errp, EDT_CTF));

}

if (ctf_update(dnp->dmctfp) != 0)
dt _dprintf("failed to update C container: %\n",
ctf_errmsg(ctf_errno(dnp->dmctfp)));
return (set_open_errno(dtp, errp, EDT CTF))
}

/*
* Add intrinsic pointer types that are needed to initialize printf
* format dictionary types (see table in dt_printf.c).
*
/
(void) ctf_add_pointer(dnmp->dmctfp, CTF_ADD_ROOT,
ctf_I ookup_by_nane(dnp->dmctfp, "void"));

(void) ctf_add_pointer(dnp->dmctfp, CTF_ADD ROOT,
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1131
1132

1134
1135
1136
1137
1138

1140
1141
1142
1143
1144
1145
1146

1148
1149

1151
1152

1154
1155

1157
1158

1160
1161
1162
1163
1164

1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180

1182
1183
1184
1185
1186
1187
1188
1189

1191
1192

1194

ctf_l ookup_by_nane(dnmp->dmctfp, “"char"));

(void) ctf_add_pointer(dnp->dmctfp, CTF_ADD ROOT,
ctf_|l ookup_by_nane(dnmp->dmctfp, "int"));

if (ctf_update(dnp->dm_ctfp) 1= 0)
dt _dprintf("failed to update C container: 9%\n",
ctf_errmsg(ctf_errno(dnp->dmctfp)));
return (set_open_errno(dtp, errp, EDT CTF));
}

/*

* Create a dynanmic CTF container under the "D' scope for types that

* are deflned by the D programitself or on- the-fly by the D conpiler.
* The "D' CTF container is a child of the "C' CTF container.

*

if ((dnmp = dtp->dt_ddefs = dt_nodul e_create(dtp, "D')) == NULL)
return (set_open_errno(dtp, errp, EDT_NOVEM );

if ((dnmp->dmctfp = ctf_create(& tp->dt_ctferr)) == NULL)
return (set_open_errno(dtp, errp, EDT_CTF));

dt _dprintf("created CTF container for % (%)\n",
dnp- >dm nane, (void *)dnp->dmctfp);

(void) ctf_setnodel (dnp->dmctfp, dtp->dt_conf.dtc_ctfnodel);
ctf_setspecific(dnp->dmctfp, dnp);

dnmp->dm f | ags

DT_DM LOADED; /* fake up |oaded bit */
dnmp- >dm _nodi d /

-1; /* no nodule ID *

if (ctf_inport(dnp->dmctfp, dtp->dt_cdefs->dmctfp) == CTF_ERR) {
dt _dprintf("failed to inport D parent container: 9%\n",
ctf_errmsg(ctf_errno(dnp->dmctfp)));
return (set_open_errno(dtp, errp, EDT CTF))
}

/*
* Fill the dynamic "D' CTF container with all of the built-in typedefs
* that we need to use for our D variable and function definitions.
*/This ensures that basic inttypes.h nanes are al ways avail able to us.
*
for (; dtyp->dty_src != NULL; dtyp++) {
if (ctf_add typedef(drrp >dm ctfp, CTF_ADD_ROOT,
dtyp->dty_dst, ctf _| ookup_by_name(dnp->dm ctfp,
dtyp- >dty_src)) == CTF_ERR) {
dt_dprintf("failed to add typedef % % to D'
‘container: %", dtyp->dty_src, dtyp- >dty dst,
ctf_errmsg(ctf errno(dnp >dmctfp)))
return (set_open_errno(dtp, errp, EDT CTF)),

}
}
/*
* Insert a CTF ID corresponding to a pointer to a type of kind
* CTF_K_FUNCTI ON we can use in the conpller for function pointers.

* CTF treats all function pointers as "int (*)()" so we only need one.
ctc.ctc_return = ctf_| ookup_by_name(dnp->dmctfp, "int");
ctc.ctc_argc = 0

ctc.ctc_flags = 0;

dt p- >dt type func = ctf_add_function(dnp->dmctfp,
CTF_ADD ROOT, &ctc, NULL);

dt p->dt _type_fptr = ctf_add_poi nter (dnp->dm ctfp,
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18
CTF_ADD_ROCT, dtp->dt_type_func);

We also insert CTF definitions for the special Dintrinsic types
string and <DYN> into the D container. The string type is added
as a typedef of char[n]. The <DYN> type is an alias for void.

We conpare types to these special CTF ids throughout the conpiler.

* ok ok ok ¥

*

/

ctr.ctr_contents = ctf_| ookup_by_nane(dnp->dm ctfp, "char");
ctr.ctr_index = ctf_l ookup_by name(dnp->dmctfp, "long");
ctr.ctr_nelenms = _dtrace_strsize;

dt p- >dt _type_str = ctf_add_typedef (dnp->dm ctfp, CTF_ADD_ROOT,
"string", ctf_add_array(dnmp->dmctfp, CTF_ADD ROOT, &ctr));

dt p- >dt _type_dyn = ctf_add_t ypedef (dnp->dm ctfp, CTF_ADD ROOT,
<DYN>", “ctf_l ookup_by_name(dnp->dm ctfp, "void"));

dt p->dt _type_stack = ctf_add_t ypedef (dnp->dm ctfp, CTF_ADD ROOT,
"stack", ctf_I ookup_by_nane(dnp->dmctfp, "void"));

dt p- >dt _type_ symaddr = ctf_add_t ypedef (dnp->dm ctfp, CTF_ADD ROOT,
_symaddr", ctf_| ookup_by name(dnp->dmctfp, "void"));

dt p->dt _type_usynaddr = ctf_add_typedef (dnp->dmctfp, CTF_ADD ROCT,
"_usymaddr", ctf_| ookup_by_nane(dnmp->dmctfp, "void"));

if (dtp->dt_type_ func == CTF_ERR || dtp->dt_type_fptr == CTF ERR||
dt p->dt _type_str == CTF - ERR || dtp->dt_type_dyn ——CT R ||
dt p- >dt _type_st ack CTF_ERR || dtp->dt_type symaddr == CTF ERR | |
dt p->dt _t ype_ usymaddr == CTF_ERR) {
dt _dprintf("failed to add intrinsic to D container: %\n",
ctf_errmsg(ctf_errno(dnp->dmctfp)));
return (set_open_errno(dtp, errp, EDT_| F));
}

if (ctf_update(dnp->dmctfp) !'= 0) {
dt _dprintf("failed update D container: %\n",
ctf_errmsg(ctf_errno(dnp->dmctfp)));
return (set_open_errno(dtp, errp, EDT CTF))
}
/*
* Initialize the integer description table used to convert integer
* constants to the appropriate types. Refer to the comrents above
*/dt_node_i nt() for a conplete description of howthis table is used.
*
for (i =0; i < sizeof (dtp->dt_ints) / sizeof (dtp->dt_ints[0]); i++) {
if (dtrace_l ookup_by_type(dtp, DTRACE_OBJ_EVERY,
dt p->dt _i nts[i].di d_name, &dtt) != 0)
dt _dprintf("failed to | ookup integer type %: %\n",
dtp->dt _ints[i].did_nane,
dtrace_errmsg(dtp, dtrace _errno(dtp)));
return (set_open_errno(dtp, errp, dtp->dt errno));

}
dtp->dt_ints[i].did_ctfp
dtp->dt_ints[i].did_type

dtt.dtt_ctfp;
dtt.dtt_type;

}

/*

* Now that we’ve created the "C' and "D' containers, nobve themto the
* start of the nodule |ist so that these types and synbols are found
* first (for stability) when iterating through the nodule I|ist.

*

/
dt _list_del et e( &dt p->dt _nodl i st, dt p->dt_ddefs);
dt _li st _prepend(&dt p->dt _nodl i st dt p- >dt _ddef s)
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1327 dt _proc_fini(dtp);
1262 dt _li st _del et e(&dt p->dt _nodl i st, dtp->dt_cdefs);
1263 dt | i st _prepend(&dt p- >dt _nodl i st dt p- >dt _cdef s) 1329 while ((pgp = dt_list_next(&dtp->dt_programs)) != NULL)
1330 dt _program destroy(dtp, pgp);
1265 if (dt_pfdict_create(dtp) == -1)
1266 return (set_open_errno(dtp, errp, dtp->dt_errno)); 1332 while ((dxp = dt_list_next(&dtp->dt_xlators)) != NULL)
1333 dt _xl ator _destroy(dtp, dxp);
1268 /*
1269 * |f we are opening |ibdtrace DTRACE_O NODEV enabl e C_ZDEFS by defaul t 1335 dt _free(dtp, dtp->dt_xlatormap);
1270 * because without /dev/dtrace open, we will not be able to | oad the
1271 * nanes and attributes of any providers or probes fromthe kernel. 1337 for (idp = dtp >dt _externs; idp != NULL; idp = ndp) {
1272 “f 1338 ndp = idp->di _next;
1273 if (fl ags & DTRACE_O_NCDEV) 1339 dt _i dent destroy(l dp)
1274 dtp->dt _cflTags | = DTRACE_C_ZDEFS; 1340 }
1276 /* 1342 if (dtp->dt_macros != NULL)
1277 * Load hard-wired inlines into the definition cache by calling the 1343 dt _i dhash_dest roy(dt p->dt _macros);
1278 * conpiler on the raw definition string defined above. 1344 if (dtp->dt_aggs != NULL)
1279 */ 1345 dt _i dhash_dest r oy(dt p- >dt _aggs) ;
1280 if ((pgp = dtrace_program strconpil e(dtp, _dtrace_har dW| re, 1346 if (dtp->dt_globals !'= NULL)
1281 DTRACE_PROBESPEC _NONE, DTRACE_C EMPTY, 0, NULL)) == NULL) { 1347 dt _i dhash_destroy(dtp->dt _gl obal s);
1282 dt _dprintf("failed to | oad hard-wired definitions: %\n", 1348 if (dtp->dt_tls !'= NULL)
1283 dtrace_errnmsg(dtp, dtrace_errno(dtp))); 1349 dt _idhash_destroy(dtp->dt_tls);
1284 return (set_open_errno(dtp, errp, EDI_HARDWRE));
1285 } 1351 whil e ((dnp dt _|ist_next(&Jtp->dt_nodlist)) != NULL)
1352 dt _nodul e_destroy(dtp, dnp);
1287 dt _program destroy(dtp, pgp);
1354 while ((pvp = dt_list_next(&dtp->dt_provlist)) !'= NULL)
1289 /* 1355 dt _provi der _destroy(dtp, pvp);
1290 * Set up the default DTrace library path. Once set, the next call to
1291 * dt _conpile() will conpile all the libraries. W intentionally defer 1357 if (dtp->dt_fd !'= -1)
1292 * library processing to i nprove overhead for clients that don’t ever 1358 (void) cl ose(dtp >dt _fd);
1293 * conpile, and to provide better error reporting (because the full 1359 if (dtp->dt_ftfd I= -
1294 * reporting of conpiler errors requires dtrace_open() to succeed). 1360 (void) cl ose(dtp >dt _ftfd);
1295 */ 1361 if (dtp->dt_cdefs_fd I= -
1296 f (dtrace_setopt(dtp, "libdir", _dtrace_libdir) != 0) 1362 (void) close(dt p >dt _cdefs_fd);
1297 return (set_open_errno(dtp, errp, dtp->dt_errno)); 1363 if (dtp->dt_ddefs_fd I=
1364 (void) cl ose(dtp >dt _ddefs_fd);
1299 return (dtp); 1365 if (dtp->dt_stdout_fd != -1
1300 } 1366 (void) close(dtp- >dt_stdout_f d);
1302 dtrace_hdl _t * 1368 dt _epi d_destroy(dtp);
1303 dtrace_open(int version, int flags, int *errp) 1369 dt _aggi d_destroy(dtp);
1304 { 1370 dt _format _destroy(dtp);
1305 return (dt_vopen(version, flags, errp, NULL, NULL)); 1371 dt _strdata_destroy(dtp);
1306 } 1372 dt _buffered_destroy(dtp);
1373 dt _aggr egat e_. destroy(dt p);
1308 dtrace_hdl _t * 1374 dt _pfdict_destroy(dtp
1309 dtrace_vopen(int version, int flags, int *errp, 1375 dt _provnod_ destroy(&dtp >dt _provnod) ;
1310 ( const dtrace_vector_t *vector, void *arg) 1376 dt _dof _fini (dtp);
1311
1312 return (dt_vopen(version, flags, errp, vector, arg)); 1378 for (i =1; i < dtp->dt_cpp_argc; i++)
1313 } 1379 free(dtp->dt_cpp_argv[i]);
1315 void 1381 while ((dirp = dt_|ist_next(&dtp->dt th)) I'= NULL)
1316 dtrace_cl ose(dtrace_hdl _t *dtp) 1382 dt _list_del ete(&tp->dt_lib pa dirp);
1317 { 1383 free(dirp->dir_path);
1318 dt _ident_t *idp, *ndp; 1384 free(dirp);
1319 dt _nodul e_t *dnp; 1385 }
1320 dt _provider_t *pvp;
1321 dtrace_prog_t *pgp; 1387 free(dtp->dt_cpp_argv);
1322 dt _xlator_t *dxp; 1388 free(dtp->dt_cpp_path);
1323 dt dirpath_t *dirp; 1389 free(dtp->dt_Id_path);
1324 int i;
1391 free(dtp->dt_nods);
1326 if (dtp->dt_procs != NULL) 1392 free(dtp->dt_provs);
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1393 free(dtp);

1394 }

1396 int

1397 dtrace_provi der_nodul es(dtrace_hdl _t *dtp, const char **npds, int nnods)
1398 {

1399 dt _provnod_t *prov

1400 int i =0;

1402 for (prov = dtp->dt_provnod; prov != NULL; prov = prov->dp_next, i++) {
1403 if (i < nnods)

1404 nods[i] = prov->dp_nane

1405 }

1407 return (i);

1408 }

1410 int

1411 dtrace_ctlfd(dtrace_hdl _t *dtp)

1412 {

1413 return (dtp->dt_fd)

1414 }
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__unchanged_portion_onitted_

171 /*

172 * void_ip_t is a void pointer to either an IPv4 or |Pv6 header. It has
173 * its own type name so that a translator can be determ ned.

174 */

175 typedef uintptr_t void_ip_t;

177 1*

178 * _ dtrace_ipsr_ill_t is used by the translator to take an ill_t plus an
179 * additional argé fromthe ip:::send and ip:::receive probes, and translate
179 * additional argé fromthe ip:::send and ip:::recieve probes, and translate
180 * themto an ifinfo_t.

181 */

182 typedef ill_t __dtrace_ipsr_ill_t;

184 /*

185 * _ dtrace_tcp_void_ip_t is used by the translator to take either the

186 * non-NULL void_ip_t * passed in or, if it is NULL, uses arg3 (tcp_t *)

187 * fromthe tcp:::send and tcp:::receive probes to translate to an ipinfo_t.
187 * fromthe tcp:::send and tcp:::recieve probes to translate to an ipinfo_t.
188 * Wen no headers are available in the TCP fusion case for tcp:::send

189 * and tcp:::receive case, this allows us to present the consumer w th header
190 * data based on the tcp_t * content in order to hide the inplenentation

191 * details of TCP fusion.

192 */

193 typedef void * _ dtrace_tcp_void_ip_t;

195 #pragma D binding "1.5" translator
196 translator pktinfo_t < mblk_t *M> {
197 pkt _addr = NULL;
198 };

__unchanged_portion_omtted_
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* This file and its contents are supplied under the terns of the
Common Devel opnent and Distribution License ("CDDL"), version 1.0.
You may only use this file in accordance with the terms of version
1.0 of the CDDL.

A full copy of the text of the CDDL shoul d have acconpanied this
source. A copy of the CDDL is also available via the Internet at
http://ww.illunmos. org/license/ CDDL.

13 * Copyright 2013 David Hoeppner. All rights reserved.
*
/

16 #pragma D depends_on nodul e uni x
17 #pragma D depends_on provider sctp

19 /*
20 * SCTP connection states.
S

22 inline int32_t SCTP_STATE |DLE = @CTPS | DLE@

23 #pragma D binding "T1.9.2" SCTP_STATE | DLE

24 inline int32_t SCTP STATE BOUND = @CTPS_BOUND@

25 #pragma D binding " . 2" SCTP_STATE_BOUND

26 inline int32_t SCTP STATE LI STEN = @CTPS_LI STEN@

27 #pragma D bi ndi ng .9.2" SCTP_STATE LI STEN

28 inline int32_t SCTP STATE COOKIE_WAI T = @CTPS_COXI E_WAI T@

29 #pragma D binding "T1.9.2" SCTP_STATE COOKI E_WAI T

30 inline int32_t SCTP STATE COOKI E_ECHOED = @CTPS_COOKI E_ECHOED@

31 #pragma D bi ndi ng . 9. 2" SCTP_STATE_COOKI E_ECHCED

32 inline int32_t SCTP STATE ESTABLI SHED = @CTPS_ESTABLI SHED@

33 #pragma D binding " . 2" SCTP_STATE_ESTABLI| SHED

34 inline int32_t SCTP_STATE_SHUTDOI\N_PENDI NG = @CTPS_SHUTDOWN_PENDI NG@
35 #pragnma D bi nding .9.2" SCTP_STATE_SHUTDOWN_PENDI NG

36 inline int32_t SCTP_STATE SHUTDOWN_SENT = @CTPS_SHUTDOWN_SENT@

37 #pragma D binding "1.9.2" SCTP_STATE_SHUTDOAN_SENT

38 inline int32_t SCTP_STATE_ SHUTDOWN_RECEI VED = @CTPS_SHUTDOAN_RECEI VED@
39 #pragma D bi nding "1.9.2" SCTP_STATE_SHUTDOWN RECEI VED

40 inline int32_t SCTP STATE SHUTDOWN_ACK_SENT = @CTPS_SHUTDOWN_ACK_SENT@

41 #pragma D bi nding . 2" SCTP_STATE_SHUTDOAN_ACK_SENT

43 | *

44 * Convert a SCTP state value to a string.

45 =/

46 inline string sctp_state_string[int32_t state] =

47 state == SCTP_STATE_I DLE ? "st ate-idle" :

48 state SCTP_STATE_BOUND ? "st at e- bound" :

49 state == SCTP_STATE LI STEN ? "state-listen"

50 state == SCTP_STATE_COOKI E WAI T ? "state cooki e-wai t" :

51 state SCTP_STATE_COOKI E_ECHOED '7 "st at e- cooki e- echoed"

52 state SCTP_STATE_ESTABLITSHED ? "st at e- est abl i shed" :

53 state SCTP_STATE_SHUTDOWN_PENDI NG ? "st at e- shut down- pendi ng"
54 state SCTP_STATE_SHUTDOWN_SENT ? "st ate- shut down- sent " :

55 state == SCTP_STATE_SHUTDOAN_ RECEI VED ? "st at e- shut down-r ecei ved"
56 st ate == SCTP_STATE_SHUTDOWN_ACK_SENT ? "st at e- shut down- ack- sent "
57 <unknown> ;

58 #pragma D bi ndi ng "1.9.2" sct p_state_string

60 /*
61 * sctpinfo is the SCTP header fi el ds.
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*

typedef struct sctpinfo {

uint16_t sctp_sport; /* source port */

ui nt16_t sctp_dport; /* destination port */

ui nt32_t sctp_verify; /* verification tag */

ui nt 32_t sctp_checksum /* headers + data checksum */
sctp_chunk_hdr_t sctp_chunk_hdr;

sctp_hdr_t *sctp_hdr; /* raw SCTP header */

} sctpinfo_t

/*

* sctpsinfo sctp state info.
*

typedef struct sctpsinfo {

| ocal address */
renote address */
connection state */

string sctps_|addr;
string sctps_raddr;
int32_t sctps_state;

—~——
* ok ok

} sctpsinfo_t;

#pragma D binding "1.9.2" translator
translator sctpinfo_t < sctp_hdr_t *S > {

sctp_sport = ntohs(S->sh_sport);
sctp_dport = ntohs(S->sh_dport);
sctp_verify = ntohl (S >sh_verf);

sct p_checksum = ntohl (S->sh chksunj
sctp_hdr = S

e
#endi f /* | codereview */
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*
*

This file and its contents are supplied under the ternms of the
Common Devel opnent and Distribution License ("CDDL"), version 1.0.
You may only use this file in accordance with the terms of version
1.0 of the CDDL.

A full copy of the text of the CDDL should have acconpanied this

source. A copy of the CDDL is also available via the Internet at
http://ww.illunmos. org/license/ CDDL.

Copyri ght 2013 Davi d Hoeppner. All rights reserved.

16 #include <netinet/sctp.h>

18 #define SED REPLACE(x) s/#x/x/g

20 SED_REPLACE( SCTPS_| DLE)
21 #endif /* ! codereview */
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__unchanged_portion_onitted_

145 | *
146 * _ dtrace_tcp_tcph_t is used by the tcpinfo_t * translator to take either
147 * the non- NULL tcph t * passed inor, if it is NULL, uses arg3 (tcp_t *)
148 * fromthe tcp:::send and tcp:::receive probes and transl ates the tecp_t *
148 * fromthe tcp:::send and tcp:::recieve probes and translates the tcp_t *
149 * into the tcpi nfo_t. When no headers are available - as is the case for
150 * TCP fusion tcp:::send and tcp:::receive - this allows us to present the
151 * consumer with header data based on tcp_t * content and hide TCP fusion
152 * inplenentation details.

*

153
154 typedef tcph_t * _ dtrace_tcp_tcph_t;

156 #pragma D binding "1.6.3" translator
157 translator tcpinfo_t < tcph t*T >

158 tcp_sport = ntohs(*(uintl16_t *)T->th_|port);
159 tcp_dport = ntohs( (uint16_t *)T->th_fport);
160 tcp_seq = ntohl (*(uint32_t *)T->th_seq);

161 tcp_ack = n toh( (uint32_t *)T->th_ack);

162 tcp_offset = (*(uint8_t *)T->th_offset and rsrvd & 0xf0) >> 2;
163 tcp_flags = *(uint8_t *)T->th_flags;

164 tcp_wi ndow = ntohs(*(uint16_t *)T->th_win);
165 tcp_checksum = ntohs(*(ui nt16_t *)T->th_ sunj
166 tcp_urgent = ntohs(*(uint16_t *)T->th_urp);
167 tcp_hdr =T,

168 }

_hnchanged_port ion_omtted_
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K R Kk K kR kR ko 62 dir path=usr/share/lib/javaljavadoc/dtrace/ api/org/opensol aris group=other
27077 Sat Apr 12 11:18:55 2014 63 dir path=usr/share/lib/]aval]avadoc/dtrace/ api/org/opensol ari s/ 0os group=ot her
new usr/ src/ pkg/ mani f est s/ devel oper-dtrace. nf 64 dir path=usr/share/lib/javal]avadoc/dtrace/ api/org/opensol aris/os/dtrace \
3903 DTrace SCTP Provider 65 gr oup=ot her
LEEE R R R EE SRR EEEEEEEEEEE R EREEEEEEEEEEEEEEEEEEREEEEEEEEEESEE] 66 dlr
1 # 67 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u
2 # CDDL HEADER START 68 gr oup=ot her
3 # 69 dir path=usr/share/lib/javaljavadoc/dtrace/ api/resources group=other
4 # The contents of this file are subject to the terns of the 70 dir path=usr/share/lib/javaljavadoc/dtrace/ exanpl es group=ot her
5 # Common Devel opnent and Distribution License (the "License"). 71 dir path=usr/share/lib/]aval]avadoc/dtrace/ ht M group=other
6 # You may not use this file except in conpliance with the License. 72 dir path=usr/share/lib/]aval]avadoc/dtrace/inages group=other
7 # 73 dir path=usr/share/ man/ manlm
8 # You can obtain a copy of the license at usr/src/ OPENSOLARI S. LI CENSE 74 dir path=usr/share/ man/ man3lib
9 # or http://ww. opensol aris.org/os/licensing. 75 file path=usr/deno/dtrace/ applicat.d
10 # See the License for the specific |anguage governing perni ssions 76 file path=usr/deno/dtrace/ badopen.d
11 # and limtations under the License. 77 file path=usr/deno/dtrace/begin.d
12 # 78 file path=usr/deno/dtrace/callout.d
13 # Wen distributing Covered Code, include this CDDL HEADER in each 79 file path=usr/deno/dtrace/cl ause.d
14 # file and include the License file at usr/src/ OPENSOLARI S. LI CENSE. 80 file path=usr/deno/dtrace/clear.d
15 # |f applicable, add the follow ng below this CDDL HEADER, with the 81 file path=usr/deno/dtrace/ count down. d
16 # fields enclosed by brackets "[]" replaced with your own identifying 82 file path=usr/deno/dtrace/ counter.d
17 # information: Portions Copyright [yyyy]l [nane of copyright owner] 83 file path=usr/deno/dtrace/dateprof.d
18 # 84 file path=usr/deno/dtrace/del ay.d
19 # CDDL HEADER END 85 file path=usr/deno/dtrace/ denormd
20 # 86 file path=usr/deno/dtrace/ end.d
87 file path=usr/deno/dtrace/error.d
22 # 88 file path=usr/deno/dtrace/errorpath.d
23 # Copyright (c) 2010, Oracle and/or its affiliates. Al rights reserved. 89 file path=usr/deno/dtrace/find.d
24 # 90 file path=usr/deno/dtrace/firebird.d
91 file path=usr/deno/dtrace/hello.d
26 # 92 file path=usr/deno/dtrace/ howl ong.d
27 # Copyright (c) 2012 by Del phix. All rights reserved. 93 file path=usr/deno/dtrace/index. ht m
28 # 94 file path=usr/deno/dtrace/interp.d
95 file path=usr/deno/dtrace/interval.d
30 set nane=pkg.fnri val ue=pkg:/devel oper/dtrace@(PKGVERS) 96 file path=usr/deno/dtrace/intr.d
31 set nane=pkg. description val ue="Dynam ¢ Tracing (DTrace) Cients" 97 file path=usr/deno/dtrace/iocpu.d
32 set nane=pkg. sunmary val ue="DTrace Cients" 98 file path=usr/deno/dtrace/iosnoop.d
33 set nane=info.classification \ 99 file path=usr/deno/dtrace/iothrough.d
34 val ue=or g. opensol ari s. cat egory. 2008: Devel opnent / Syst em 100 file path=usr/deno/dtrace/iotinme.d
35 set nane=variant.arch val ue=$( ARCH) 101 file path=usr/deno/dtrace/ipio.d
36 dir path=usr group=sys 102 file path=usr/deno/dtrace/ipproto.d
37 dir path=usr/deno 103 $(i386_ONLY)file path=usr/deno/dtrace/iprb.d
38 dir path=usr/deno/dtrace 104 file path=usr/deno/dtrace/kstat.d
39 dir path=usr/include 105 file path=usr/deno/dtrace/ ksyns. d
40 dir pat h=usr/incl ude/ sys 106 file path=usr/deno/dtrace/libc.d
41 dir path=usr/lib 107 file path=usr/deno/dtrace/l quantize.d
42 dir path=usr/li b/ $( ARCH64) 108 file path=usr/deno/dtrace/lwptinme.d
43 dir path=usr/lib/devfsadm group=sys 109 file path=usr/deno/dtrace/ normalize.d
44 dir path=usr/lib/devfsadn |'i nknod group=sys 110 file path=usr/deno/dtrace/ nscd.d
45 dir path=usr/lib/dtrace 111 file path=usr/deno/dtrace/pri.d
46 dir path=usr/lib/dtrace/ 64 112 file path=usr/deno/dtrace/printa.d
47 dir path=usr/li b/ ndb group=sys 113 file path=usr/deno/dtrace/pritine.d
48 dir path=usr/Ili b/ ndb/ kvm group=sys 114 file path=usr/deno/dtrace/prof.d
49 dir path=usr/1ib/ mdb/ kv $( ARCH64) group=sys 115 file path=usr/deno/dtrace/profpri.d
50 dir path=usr/lib/ mb/raw group=sys 116 fil e path=usr/deno/dtrace/progtine.d
51 dir path=usr/lib/ndb/raw $( ARCH64) group=sys 117 file path=usr/deno/dtrace/ putnext.d
52 dir path=usr/sbhin 118 fil e path=usr/deno/dtrace/qglen.d
53 dir path=usr/sbin/ $( ARCH32) 119 file path=usr/deno/dtrace/qtine.d
54 dir path=usr/sbin/ $( ARCH64) 120 fil e path=usr/deno/dtrace/renornalize.d
55 dir path=usr/share 121 file path=usr/deno/dtrace/restest.d
56 dir path=usr/share/lib 122 file path=usr/deno/dtrace/ring.d
57 dir path=usr/share/lib/java group=sys 123 file path=usr/deno/dtrace/rtine.d
58 dir path=usr/share/lib/]aval|avadoc group=other 124 file path=usr/deno/dtrace/rw nfo.d
59 dir path=usr/share/lib/javaljavadoc/dtrace group=other 125 file path=usr/deno/dtrace/rwinme.d
60 dir path=usr/share/lib/]aval|avadoc/dtrace/api group=other 126 file path=usr/deno/dtrace/sig.d
61 dir path=usr/share/lib/javaljavadoc/dtrace/api/org group=other 127 file path=usr/deno/dtrace/soffice.d
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pat h=usr/ deno/ dtrace/ spec. d

pat h=usr/ deno/ dtr ace/ specopen. d

pat h=usr/deno/ dtrace/ ssd. d

pat h=usr/deno/ dtrace/ syscal | . d

pat h=usr/deno/ dtrace/ tcplstbyte.d
pat h=usr/ deno/ dtrace/tcpbytes.d

pat h=usr/deno/ dtrace/tcpbytesstat.d
pat h=usr/deno/ dtrace/ tcpconnl at . d
pat h=usr/ deno/ dtrace/tcpio.d

pat h=usr/ deno/ dtrace/ t cpi of | ags. d
pat h=usr/ deno/ dtrace/tcprst.d

pat h=usr/ deno/ dtrace/ t cpsnoop. d

pat h=usr/deno/ dtrace/tcpstate.d

pat h=usr/ deno/ dtrace/tcptop.d

pat h=usr/ deno/ dtrace/tick.d

pat h=usr/ deno/ dtrace/ticktine.d

pat h=usr/deno/ dtrace/tine.d

pat h=usr/ deno/ dtrace/tracewite.d
pat h=usr/ deno/ dtrace/trunc.d

pat h=usr/ deno/ dtrace/trussrw.d

pat h=usr/ deno/ dtrace/ udpbytes. d

pat h=usr/ deno/ dtrace/ udpbyt esstat . d
pat h=usr/ deno/ dt race/ udpi o. d

pat h=usr/ deno/ dt r ace/ udpsnoop. d

pat h=usr/ deno/ dtrace/ udpt op. d

pat h=usr/ deno/ dtrace/ userfunc. d

pat h=usr/ deno/ dtrace/ whatfor.d

pat h=usr/ deno/ dt race/ what | ock. d

pat h=usr/ deno/ dtrace/ where. d

pat h=usr/ deno/ dtrace/ whererun. d

pat h=usr/ deno/ dt r ace/ whoexec. d

pat h=usr/ deno/ dt race/ whof or. d

pat h=usr/ deno/ dt r ace/ whoi o. d

pat h=usr/ deno/ dt r ace/ whopr eenpt . d
pat h=usr/ deno/ dt r ace/ whoqueue. d

pat h=usr/ deno/ dtrace/ whost eal . d

pat h=usr/ deno/ dtrace/ whowite.d

pat h=usr/deno/dtrace/wites.d

pat h=usr/ deno/ dtrace/ witesbycnd. d
pat h=usr/ deno/ dtrace/ witesbycndfd. d
pat h=usr/ deno/ dtrace/witetine.d
pat h=usr/deno/ dtrace/ writetineq.d
pat h=usr/ deno/ dtrace/ xi octl .d

pat h=usr/ deno/ dtrace/ xtermd

pat h=usr/ deno/ dt race/ xwor k. d

pat h=usr/incl ude/ dtrace. h

pat h=usr/incl ude/ sys/dtrace. h

pat h=usr/incl ude/ sys/dtrace_i npl . h
pat h=usr/incl ude/ sys/fasttrap.h

pat h=usr/incl ude/ sys/fasttrap_inpl.h
pat h=usr /i ncl ude/ sys/fasttrap_i sa. h
pat h=usr /i ncl ude/ sys/| ockstat.h

pat h=usr/i ncl ude/ sys/ sdt. h

pat h=usr /| i b/ $(ARCH64) /i bdtrace. so. 1
path=usr/|i b/ $(ARCH64)/1i bdtrace_jni.so.1

path=usr/|i b/ $(ARCH64)/11ib-ldtrace.In

pat h=usr/|i b/ devfsadm | i nknod/ SUNW dt race_| i nk. so group=sys
pat h=usr/lib/dtrace/ 64/drti.o node=0444

pat h=usr/lib/dtrace/ 64/1ibdtrace_forcel oad. so nbde=0555
path=usr/lib/dtrace/drti.o node=0444
path=usr/lib/dtrace/ errno.d node=0444
path=usr/lib/dtrace/fc.d node=0444

pat h=usr/lib/dtrace/io.d node=0444
path=usr/lib/dtrace/ip.d node=0444
path=usr/lib/dtrace/iscsit.d node=0444
path=usr/lib/dtrace/libdtrace_forcel oad. so node=0555
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194 file path=usr/lib/dtrace/net.d node=0444

195 file path=usr/lib/dtrace/nfs.d node=0444

196 file path=usr/lib/dtrace/nfssrv.d npbde=0444

197 file path=usr/lib/dtrace/procfs.d node=0444

198 file path=usr/lib/dtrace/regs.d node=0444

199 file path=usr/lib/dtrace/sched.d node=0444

200 file path=usr/lib/dtrace/scsi.d node=0444

201 file path=usr/lib/dtrace/sctp.d node=0444

202 #endif /* | codereview */

203 file path= usr/llb/dtrace/signal.d nmode=0444

204 file path=usr/lib/dtrace/srp.d node=0444

205 file path=usr/lib/dtrace/ sysevent.d npbde=0444

206 file path=usr/lib/dtrace/tcp.d npode=0444

207 file path=usr/lib/dtrace/udp.d node=0444

208 file path=usr/lib/dtrace/unistd.d nbde=0444

209 file path=usr/lib/libdtrace.so.1

210 file path=usr/lib/libdtrace_jni.so.1

211 file path=usr/lib/llib-ldtrace

212 file path=usr/lib/Ilib-Idtrace.In

213 file path=usr/lib/ndb/kvm $( ARCH64)/dtrace. so group=sys node=0555

214 $(i386_ONLY)file path=usr/lib/ndb/kvnfdtrace.so group=sys npde=0555

215 file path=usr/lib/ mb/raw $( ARCH64)/ dof . so group=sys npde=0555

216 file path=usr/lib/ndb/raw dof.so group=sys npbde=0555

217 file path=usr/sbin/ $( ARCH32)/dtrace nbde=0555

218 $(i386_ONLY)file path=usr/sbin/$(ARCH32)/intrstat nmode=0555

219 $(i386_ONLY)file path=usr/sbin/$(ARCH32)/| ockstat npde=0555

220 $(i386_ONLY)file path=usr/sbin/$(ARCH32)/ pl ockstat npde=0555

221 file path=usr/sbin/$( ARCH64)/dtrace npde=0555

222 file path=usr/sbin/$(ARCH64)/intrstat npde=0555

223 file path=usr/sbin/$(ARCH64) /| ockstat npbde=0555

224 file path=usr/sbin/$(ARCH64)/ pl ockstat node= 0555

225 file path=usr/share/lib/javal/dtrace.jar group=sy

226 file path= usr/share/l|b/Java/]avadoc/dtrace/apllalIclasses-frane.htm \

227 group=ot her

228 file path=usr/share/lib/javaljavadoc/dtrace/api/allclasses-noframe.htm \

229 gr oup=ot her

230 file path=usr/share/lib/javaljavadoc/dtrace/ api/constant-val ues. htm \

231 group=ot her

232 file path=usr/share/lib/javaljavadoc/dtrace/ api/deprecated-list.htm \

233 gr oup=ot her

234 file path=usr/share/lib/javaljavadoc/dtrace/ api/hel p-doc. htm group=ot her

235 file path=usr/share/lib/javaljavadoc/dtrace/ api/index-all.htm group=other

236 file path usr/share/lib/]aval] avadoc/ dtrace/ api/index. ht M group=ot her

237 file \

238 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ Aggr ega
239 gr oup=ot her

240 file \

241 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ Aggr ega
242 gr oup=ot her

243 file \

244 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ Aggrega
245 gr oup=ot her

246 file \

247 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ Aggr ega
248 gr oup=ot her

249 file \

250 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ AvgVal u
251 gr oup=ot her

252 file \

253 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ Consunme
254 gr oup=ot her

255 file \

256 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ Consune
257 gr oup=ot her

258 file \

259 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dt race/ Consune
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file

group=ot her
\

pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari
gr oup=ot her

file\

file

file

file

pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari
gr oup=ot her

\
pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ or g/ opensol ari
gr oup=ot her

\
pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari
gr oup=ot her

\

pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari
gr oup=ot her

file\

file

file

file

pat h=usr/share/lib/javaljavadoc/ dtrace/ api/org/ opensol ari
gr oup=ot her

\
pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari
gr oup=ot her

\
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gr oup=ot her

\

pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari
gr oup=ot her

file\

file

file

pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ or g/ opensol ari
gr oup=ot her

\
pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari
gr oup=ot her

\
pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari
gr oup=ot her

file\

file

file

file

file

file

file

file

file
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pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari
gr oup=ot her
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\
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\
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\
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gr oup=ot her

\
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\
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\
pat h=usr/share/lib/javaljavadoc/ dtrace/ api/org/ opensol ari
gr oup=ot her

\
pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ or g/ opensol ari
gr oup=ot her

\

pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari

s/ os/ dtrace/ Consune

s/ os/ dtrace/ Consune

s/ os/ dtrace/ Consune

s/ os/ dtrace/ Count Va

s/ os/ dtrace/ DTr aceE

s/ os/ dtrace/ Dat aEve

s/os/dtrace/Distrib

s/os/dtrace/Di strib

s/ os/ dtrace/ Drop. Ki

s/ os/ dtrace/ Drop. ht

s/ os/ dtrace/ DropEve

s/ os/dtrace/Error.h

s/ os/ dtrace/ Error Ev

s/ os/ dtrace/ Excepti

s/ os/ dtrace/ Exi t Rec

s/ os/ dtrace/ Fl ow. Ki

s/ os/ dtrace/ Fl ow. ht

s/os/dtrace/Interfa

s/os/dtrace/lnterfa

s/os/dtrace/lnterfa

s/ os/ dtrace/ Kernel S

s/ os/ dtrace/ Kernel S
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\

pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari

s/ os/ dtrace/ Li near D

s/ os/ dtrace/ Local Co

s/ os/ dtrace/ LogDi st

s/ os/ dtrace/ LogLi ne

s/ os/ dtrace/ MaxVal u

s/ os/dtrace/ M nVal u

s/ os/ dtrace/ Opti on.

s/ os/dtrace/ PrintaR

s/os/dtrace/PrintfR

s/ os/ dtrace/ Probe. h

s/ os/ dtrace/ ProbeDa

s/ os/ dtrace/ ProbeDa

s/ os/ dtrace/ ProbeDe

s/ os/ dtrace/ ProbeDe

s/ os/ dtrace/ Probel n

s/ os/ dtrace/ Process

s/ os/ dtrace/ Process

s/ os/ dtrace/ Process

s/ os/ dtrace/ Program

s/ os/ dtrace/ Program

s/ os/ dtrace/ Program

s/ os/ dtrace/ Record.
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524 group=ot her 590 group=ot her
525 file \ 591 file \
526 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 592 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u
527 gr oup=ot her 593 gr oup=ot her
528 file \ 594 file \
529 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 595 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u
530 gr oup=ot her 596 gr oup=ot her
531 file \ 597 file \
532 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ cl ass-u 598 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ cl ass-u
533 gr oup=ot her 599 gr oup=ot her
534 file \ 600 file \
535 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 601 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u
536 gr oup=ot her 602 gr oup=ot her
537 file \ 603 file \
538 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 604 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u
539 gr oup=ot her 605 gr oup=ot her
540 file \ 606 file \
541 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 607 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u
542 gr oup=ot her 608 gr oup=ot her
543 file \ 609 file \
544 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ cl ass-u 610 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ cl ass-u
545 gr oup=ot her 611 gr oup=ot her
546 file \ 612 file \
547 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/cl ass-u 613 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/cl ass-u
548 gr oup=ot her 614 gr oup=ot her
549 file \ 615 file \
550 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 616 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dt race/ package
551 gr oup=ot her 617 gr oup=ot her
552 file \ 618 file \
553 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ cl ass-u 619 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ or g/ opensol ari s/ os/ dtrace/ package
554 gr oup=ot her 620 gr oup=ot her
555 file \ 621 file \
556 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ cl ass-u 622 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ package
557 gr oup=ot her 623 gr oup=ot her
558 file \ 624 file \
559 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 625 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ package
560 gr oup=ot her 626 gr oup=ot her
561 file \ 627 file path=usr/share/lib/javaljavadoc/dtrace/ api/overviewtree.htnl group=other
562 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 628 file path=usr/share/lib/|avaljavadoc/dtrace/ api/package-|ist group=other
563 gr oup=ot her 629 file path=usr/share/lib/javaljavadoc/dtrace/api/resources/inherit.gif \
564 file \ 630 group=ot her
565 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ cl ass-u 631 file path=usr/share/lib/javaljavadoc/dtrace/api/serialized-formhtm \
566 gr oup=ot her 632 gr oup=ot her
567 file \ 633 file path=usr/share/lib/javaljavadoc/dtrace/ api/styl esheet.css group=other
568 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 634 file path=usr/share/lib/javaljavadoc/dtrace/ exanpl es/ Test APl .java group=ot her
569 gr oup=ot her 635 file path=usr/share/lib/javal]avadoc/dtrace/ exanpl es/ Test APl 2. j ava group=ot her
570 file \ 636 file path=usr/share/lib/javaljavadoc/dtrace/ exanpl es/ Test Target.java \
571 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 637 gr oup=ot her
572 gr oup=ot her 638 file path=usr/share/lib/javaljavadoc/dtrace/ exanpl es/ hello.d group=other
573 file \ 639 file path=usr/share/lib/javal]avadoc/dtrace/ exanpl es/intrstat.d group=other
574 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/ org/ opensol ari s/ os/ dtrace/ cl ass-u 640 file path=usr/share/lib/javal]avadoc/dtrace/ exanpl es/syscall.d group=other
575 gr oup=ot her 641 file path=usr/share/lib/|aval|avadoc/dtrace/ exanpl es/target.d group=other
576 file \ 642 file path=usr/share/lib/javaljavadoc/dtrace/ htm /JavaDTraceAPl.htm \
577 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 643 gr oup=ot her
578 gr oup=ot her 644 file path=usr/share/lib/javaljavadoc/dtrace/ htm /fast.htm group=other
579 file \ 645 file path=usr/share/lib/javaljavadoc/dtrace/i mages/JavaDTraceAPl.gif \
580 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 646 gr oup=ot her
581 gr oup=ot her 647 file path=usr/share/ man/ manlni dtrace. 1m
582 file \ 648 file path=usr/share/ man/ manlniintrstat.1lm
583 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 649 fil e path=usr/share/ man/ manln | ockstat.1m
584 gr oup=ot her 650 file path=usr/share/ man/ manln pl ockstat.1m
585 file \ 651 file path=usr/share/ man/ man3lib/libdtrace.3lib
586 pat h=usr/share/lib/javaljavadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 652 hardl i nk path=usr/sbin/dtrace target=../../usr/lib/isaexec
587 gr oup=ot her 653 hardl i nk path=usr/sbin/intrstat target=../../usr/lib/isaexec
588 file \ 654 hardl i nk path=usr/sbin/lockstat target=../../usr/lib/isaexec
589 pat h=usr/share/lib/javal/javadoc/ dtrace/ api/org/ opensol ari s/ os/ dtrace/ cl ass-u 655 hardl i nk pat h=usr/sbin/plockstat target=../../usr/lib/isaexec
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656
657
658
659
660
661
662
663

| egacy pkg=SUNWItrc desc="Dynam c Tracing (DTrace) Cients" \
name="DTrace Cients"

l'icense cr_Sun |icense=cr_Sun

license |lic_CDDL |icense=lic_CDDL

l'ink path=usr/|ib/$(ARCH64)/1i bdtrace.so target=libdtrace.so.1

l'ink path=usr/lib/$(ARCH64)/1i bdtrace_jni.so target=libdtrace_jni.so.1

l'ink path=usr/lib/libdtrace.so target=libdtrace.so.1

link path=usr/lib/libdtrace_jni.so target=libdtrace_jni.so.1
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LR R R R EEEEEREREREREEEEEEEEEEEEEEEEREEEREREREEEEEEEEEESES] 158 "proc" "exit" 0 o "int" }v
55165 Sat Apr 12 11:18:55 2014 159 "proc", "fault", O, O, "int" },
new usr/src/uts/comon/ dtrace/sdt_subr.c 160 "proc", "fault", 1, 1, "siginfo_t *" },
3903 DTrace SCTP Provider 161 "proc", "lwp-create", 0, 0, "kthread_t *", "lwpsinfo_t *" },
IR E SR EE RS RS E R E SRR R R R R R R R R SRR EEEEREEREEEEEEEERSE] 162 "proc"' "IV\p'Create", 1‘ 0, "kt hread_t *“' "psi nfo_t Ll }’
__unchanged_portion_onitted_ 163 "proc", "signal-clear", 0, 0, "int" },
164 "proc", "signal-clear", 1, 1, "siginfo_t *" },
99 sdt _provider_t sdt_providers[] = { 165 "proc", "signal-discard", 0, 0, "kthread_t *", "lwpsinfo_t *" },
100 "vtrace", "__vtrace_", &trace_attr, 0}, 166 "proc", "signal-discard", 1, 1, "proc_t *" "psinfo_t *" },
101 "sysinfo", "_ _cpu_sysinfo_", & nfo attr 0}, 167 "proc", "signal-discard", 2, 2, ‘int" },
102 "vminfo", " “cpuvmnfo ", & nfo_attr, 0 }, 168 "proc", "signal-handle", 0, O, | nt" },
103 "fpuinfo", "__fpuinfo ", & pu_attr, 0}, 169 "proc", "signal-handle", 1, 1, i gi nfo t *"
104 "sched", "__sched_", &stab_attr, 0 }, 170 "proc", "signal-handle", 2, 2, v0|d (*)(v0| d)" },
105 "proc", "__proc_", &stab_attr, O}, 171 "proc", "signal-send", 0, 0, "kthread_t *", "lwpsinfo_t *" },
106 "to", "__io_", &stab_attr, 0}, 172 "proc", "signal-send", 1, 0, "kthread_t *", "psinfo_t *" },
107 "ip", "__ip_", &stab_attr, 0}, 173 "proc", "signal-send", 2, 1, "int" },
108 “tcp", "__tcp_ ", &stab_attr, 0},
109 "udp", "__udp_", &stab_attr, O}, 175 "io", "start", 0, 0, "buf_t *", "bufinfo_t *" },
110 "sctp", "__sctp_", &stab_attr, 0}, 176 "io", "start", 1, 0, "buf_t *", "devinfo_t *" },
111 #endif /* | codereview */ 177 "io", "start", 2, 0, "buf_t *", "fileinfo_t *" },
112 "mb", "__mb_", &tab_attr, 0}, 178 "io", "done", 0, O, "buf_t *", "bufinfo_t * oy
113 “fsinfo", "_ fsinfo_ ", “&f si nfo attr, 0}, 179 "io", "done", 1, O, "buf_t *", "devinfo_t *" },
114 "iscsi", " _“iscsi_", & scsi_attr, 0}, 180 "io", "done", 2, 0, "buf_t *", "fileinfo_t *" },
115 "nfsv3d", "__nfsv3_", &stab_attr, 0}, 181 "io", "wait-start", 0, 0, "buf_t *", "bufinfo_t *" },
116 "nfsv4", "__nfsv4_ &stab_attr, 0}, 182 "io", "wait—start", 1, 0, "buf_t *", "devinfo_t *" },
117 “xpv', "__Xpv_", &pv_attr, 0}, 183 "io", "wait-start", 2, 0, "buf_t *", "fileinfo_t *" },
118 "fe", "__fc_", & c_attr, 0}, 184 "io", "wait-done", 0, O, "buf_t *", "bufinfo_t *" },
119 "srp", "__srp_", & c_attr, 0}, 185 "io", "\Aalt-done", 1, 0, "buf_t *", "devinfo_t *" },
120 "sysevent", "__sysevent_", &stab_attr, 0}, 186 "io", "wait-done", 2, 0, "buf_t *", "fileinfo_t *" },
121 "sdt", NULL, &sdt_attr, O },
122 NULL } 188 { "mb", NULL, O, O, "int" },
123 };
190 { "fsinfo", NULL, O, O, "vnode_t *", "fileinfo_t *" },
125 sdt _argdesc_t sdt_args[] = { 191 { "fsinfo", NULL, 1, 1, "int", "int" },
126 "sched", "wakeup", 0, 0, "kthread_t *", "|wpsi nfot *"oy,
127 "sched", "wakeup", 1, 0, "kthread_t *", "psinfo_t *" }, 193 { "iscsi' async send", 0, O, "idmconn_t *", "conninfo_t *" },
128 "sched", "dequeue", 0, 0, "kthread_t *", "lwpsinfo_t *" }, 194 {" iSCSI , "async- send" 1, 1, "iscsi_async_evt_hdr_t *"
129 "sched", "dequeue", 1, 0, "kthread_t *", "psinfo_t *" }, 195 iscsnnfot * o}
130 "sched", "dequeue", 2, 1, "disp_t *", "cpuinfo_t *" }, 196 { "iscsi" Iogln command”, 0, O, "idmconn_t *", "conninfo_t *" },
131 "sched", "enqueue", 0, 0, "kthread_t *", "lwpsinfo_t *" }, 197 { "iscsi "l ogi n-comand", 1, 1, "iscsi_login_hdr_t *",
132 "sched", "enqueue", 1, 0, "kthread_t *", "psinfo_t *" }, 198 "iscsiinfo_t *" },
133 "sched", "enqueue", 2, 1, "disp_t *", "cpuinfo_t *" }, 199 { "iscsi", "Iogi n-response”, 0, O, "idmconn_t *", "conninfo_t *" },
134 "sched", "enqueue", 3, 2, "int" }, 200 { "iscsi "l ogi n-response”, 1, 1, "iscsi_login_rsp_hdr_t *",
135 "sched", "off-cpu", 0, 0, "kthread_t *", "lwpsinfo_t *" }, 201 |sc3||nfot *noy,
136 "sched", "off-cpu", 1, 0, "kthread_t *", "psinfo_t *" }, 202 { "iscsi", "logout- commnd" 0, 0, "idmconn_t *", "conninfo_t *" },
137 "sched", "tick", 0, 0, "kthread_t *", "lwpsinfo_t *" }, 203 { "iscsi", "logout-command", 1, 1, "iscsi_logout_hdr_t *",
138 "sched", "tick", 1, O, "kthread_t *"  "psinfo_t *" }, 204 "iscsiinfot * o}
139 "sched", "change-pri", 0, 0, "kthread_t *", "lIwpsinfo_t *" }, 205 { "iscsi", Iogout—response 0, 0, "idmconn_t *", "conninfo_t *" },
140 "sched", "change-pri", 1, 0, "kthread_t *", "psinfo_t *" }, 206 { "iscsi", "logout-response", 1, 1, "iscsi_logout_rsp_hdr_t *",
141 "sched", "change-pri", 2, 1, "pri_t" }, 207 "iscsiinfot * oy
142 "sched", "schedctl-nopreenpt”, 0, O, "kthread_t ** 0 "lwpsinfo_t *" }, 208 { "iscsi "data-request”, 0, 0, "idmconn_t *", "conninfo_t *" },
143 "sched", "schedctl-nopreenpt", 1, 0, "kthread_t *", "psinfo_t *" }, 209 { "iscsi", "data- request", 1, 1, “iscsi_rtt_hdr_t *",
144 "sched", "schedctl-nopreenpt", 2, 1, "int" }, 210 "iscsiinfo_t *" },
145 "sched", "schedctl-preenpt”, 0, O, "kthreadt ** 0 "lwpsinfo_t *" }, 211 { "iscsi", "data- send" 0, 0, "idmconn_t *", "conninfo_t *" },
146 "sched", "schedctl-preenpt", 1, 0, "kthread_t *", "psinfo_t *" }, 212 { "iscsi", "data-send", 1, 1, "iscsi_data_rsp_hdr_t *",
147 "sched", "schedctl-yield", 0, 0, "int" }, 213 "iscsiinfot ¥y,
148 "sched", "surrender", 0, 0, "kthread_t *", prsi nfo_t *" }, 214 { "iscsi", "data-receive", 0, 0, "idmconn_t *", "conninfo_t *" },
149 "sched", "surrender", 1, 0, "kthread_t *", "psinfo_t *" }, 215 { "iscsi", "data-receive", 1, 1, "iscsi_data_hdr_t *",
150 "sched", "cpucaps-sleep", 0, 0, "kthread_t *", "|WpSI nfot * 216 "iscsiinfo_t *" },
151 "sched", "cpucaps-sleep", 1, 0, "kthread_t *", pSI nfo_t *" }, 217 { "iscsi", "nop-send", 0, 0, "idmconn_t *", "conni nfot ¥y,
152 "sched", "cpucaps-wakeup", 0, 0, "kthread_t *", prsmfot *"oy, 218 { "iscsi", "nop-send", 1, 1, "iscsi_nop_in_hdr_t *", "Tscsiinfo_t *" },
153 "sched", "cpucaps-wakeup", 1, 0, "kthread_t *", "psinfo_t *" }, 219 { "iscsi", "nop-receive", 0, 0, "idmconn_t *", "conninfo_t *" J,
220 { "iscsi", "nop-receive", 1, 1, "iscsi_nop_out_hdr_t *",
155 "proc", "create", 0, 0, "proc_t *", "psinfo_t *" }, 221 "iscsiinfo_t *" },
156 "proc", "exec", 0, 0, "string" }, 222 { "iscsi", "scsi-command", 0, 0, "idmconn_t *", "conninfo_t *" },
157 "proc", "exec-failure", 0, 0, "int" }, 223 { "iscsi", "scsi-command", 1, 1, "iscsi_scsi_cnd_hdr_t *",
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224 |scsnnfo to*" 0},

225 { "iscsi", "scsi-commnd", 2, 2, "scsi_task_t *", "scsicmd_t *" }
226 { "iscsi" SCS|-response", 0, 0, "idmconn_t *", "conninfo_t *"
227 { "iscsi "scsi-response”, 1, 1, "iscsi_scsi_rsp_hdr_t *",

228 "iscsilnfo to*" 1,

229 { "iscsi", "task-command", 0, 0, "idmconn_t *", "conninfo_t *" }
230 { "i SCSI "task-command", 1, 1, "iscsi_scsi_task_ngt_hdr_t *",
231 iscsnnfo t o*" 3},

232 { "iscsi", "task- response 0, 0, "idmconn_t *", "conninfo_t *"
233 { "iscsi", "task-response", 1, 1, "iscsi_scsi_task_ngt_rsp_hdr_t
234 "iscsiinfo_t *" },

235 { "iscsi", "text comand" 0, 0, "idmconn_t *", "conninfo_t *" },
236 { "iscsi", text—comrand" 1, 1, "iscsi_text_hdr_t *",

237 "iscsiinfo_t *" },

238 { "iscsi", "text-response", 0, 0, "idmconn_t *", "conninfo_t *"
239 { "iscsi", "text-response", 1, 1, "iscsi_text_rsp_hdr_t *",

240 "iscsiinfo to*" ),

241 "iscsi", "xfer-start", 0, O, "idmconn_t *", "conninfo_t *" },
242 "iscsi", "xfer-start", 1, 0, "idmconn_t *", "iscsiinfo_t *" },
243 "iscsi", "xfer-start", 2, 1, "uintptr t", "xferinfo_t *" },
244 "iscsi", "xfer-start", 3, 2, "ui nt32_t"},

245 “iscsi", "xfer-start", 4, 3, "ui ntptr t"},

246 "iscsi", "xfer-start", 5, 4, "uint32_t"},

247 "iscsi", "xfer-start", 6, 5, "uint32_t"},

248 "iscsi", "xfer-start", 7, 6, "uint32_t"},

249 "iscsi", "xfer-start", 8, 7, "int"},

250 "iscsi", "xfer-done", 0, 0, "idmconn_t *", "conninfo_t *" },
251 "iscsi", "xfer-done", 1, 0, "idm.conn_t *", "iscsiinfo_t *" },
252 "iscsi", "xfer-done", 2, 1, "uintptr_ t", "xferinfo_t *" },
253 "iscsi", "xfer-done", 3, 2, "uint32_t },

254 "iscsi", "xfer-done", 4, 3, "uintptr_t"},

255 "iscsi", "xfer-done", 5, 4, "uint32_t "},

256 "iscsi", "xfer-done", 6, 5, "uint32_t"},

257 "iscsi", "xfer-done", 7, 6, "uint32_t"},

258 "iscsi", "xfer-done", 8, 7, "int"},

260 { "nfsv3" "op-getattr-start", 0, 0, "struct svc_req *",

261 "conni nfo _t o},

262 { "nfsv3 "op-getattr-start”, 1, 1, "nfsv3oparg_t *",

263 nfsv30p| nfo_t *"

264 { "nfsv3", op getattr- start", 2, 3, "CETATTR3args *" },

265 {" nfsv3" "op-getattr-done", 0, 0, "struct svc_req *",

266 "conni nfo _t *"

267 { "nfsv3", "op- getattr done", 1, 1, "nfsv3oparg_t *",

268 " nfsv3op| nfo_t *" },

269 { "nfsv3", "op—getattr-done", 2, 3, "CGETATTR3res *" },

270 { "nfsv3 'op-setattr-start”, 0, 0, "struct svc_req *

271 " conni nfo _t *"

272 { "nfsv3", "op- setattr- start”, 1, 1, "nfsv3oparg_t *",

273 " nfsv3op| nfo_t *" },

274 { "nfsv3", "op-setattr-start” 2, 3, "SETATTR3args *" },

275 { "nfsv3 "op-setattr-done”, 0, 0, "struct svc_req *"

276 " conni nfo to*" ),

277 { "nfsv3" "op-setattr-done", 1, 1, "nfsv3oparg_t *",

278 nfsv30p| nfo_t *" },

279 { "nfsv3" op setattr-done", 2, 3, "SETATTR3res *" },

280 {" nfsv3 "op-| ookup-start", 0, 0, "struct svc_req *"

281 " conni nfo _t "},

282 {" nfsv3" " op- Iookup start", 1, 1, "nfsv3oparg_t *",

283 nfsv3op| nfo_t *" },

284 { "nfsv3" op | ookup-start", 2, 3, "LOOKUP3args *" },

285 {" nfsv3" " op- | ookup- done", 0, 0, "struct svc_req *",

286 "conni nfo _t *"

287 {" nfsv3 " op- Iookup done", 1, 1, "nfsv3oparg_t *",

288 nfsv30p| nfo_t *" },

289 { "nfsv3", "op-|ookup- done 2, 3, "LOOKUP3res *" },
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290 {" nfsv3 " op- access- start", O,
291 connl nfo _t *" ),

292 {" nfsv3 "op-access-start", 1,
293 nfsv3op| nfo_t *" },

294 { "nfsv3", op access-start", 2,
295 {" nfsv3", " op- access-done" 0,
296 "conninfo_t *" },

297 { "nfsv3", "op-access-done", 1,
298 "nfsv3opinfo_t *" },

299 { "nfsv3", "op—access—done", 2,
300 {" nfsv3 'op-commit-start", O,
301 " conni nfo _t *"

302 { "nfsv3", "op- commit-start” 1,
303 " nfsv3op| nfo_t *" },

304 { "nfsv3", " op-cormit-st art", 2,
305 {" nfsv3" "op- commi t - done", O,
306 "conni nfo _t *"

307 {" nfsv3 " op- conmi t - done” 1,
308 nfsv30p| nfo_t *" },

309 { "nfsv3", op conmi t - done 2,
310 {" nfsv3", "op-create-start", O,
311 " conni nfo_t *"oy,

312 {" nfsv3 'op-create-start", 1,
313 nfsv3op| nfo_t *" },

314 { "nfsv3", op create-start", 2,
315 {" nfsv3 "op-create-done", 0,
316 " conni nfo _t *"

317 {" nfsv3 " op- creat e- done", 1,
318 nfsv3op| nfo_t *" },

319 { "nfsv3", op create- done 2,
320 {" nfsv3 "op-fsinfo-start", O,
321 " conni nfo _t *"

322 {" nfsv3" "op-fsi nfo-start”, 1,
323 nfsv30p| nfo_t *" },

324 { "nfsv3" op fsinfo-start", 2,
325 {" nfsv3 " op- f si nf o- done", 0,
326 " conni nfo _t *"

327 {" nfsv3" "op-fsi nf o- done", 1,
328 nfsv3op| nfo_t *" },

329 { "nfsv3" op f5i nf o- done” 2,
330 { "nfsv3" "op-fsstat- start" 0,
331 "conni nfo _t *

332 { "nfsv3 " op- fsstat-start” 1,
333 nfsv30p| nfo_t *" },

334 { "nfsv3", op fsstat-start", 2,
335 {" nfsv3" "op-fsstat-done", O,
336 "conni nfo _t *"

337 { "nfsv3 " op- fsstat-done", 1
338 nfsv3op| nfo_t *" },

339 { "nfsv3", op fsstat - done 2,
340 {" nfsv3 "op-link-start", 0, O
341 " conni nfo _t *"

342 {" nfsv3 "op-link- start" 1, 1
343 "nf sv30p| nfo_t *" },

344 { "nfsv3", op Iink-start", 2, 3
345 {" nfsv3 "op- | i nk-done" 0, 0,
346 " conni nfo _t *"

347 {" nfsv3" "op-link- done 1, 1,
348 nfsv30p| nfo_t *" },

349 { "nfsv3" op | i nk-done", 2, 3,
350 { "nfsv3 " op- nkdir- start” , 0
351 " conni nf o _to*" ),

352 {" nfsv3" "op-nkdir-start", 1,
353 nfsv3op| nfo_t *"

354 { "nfsv3" op nkdir-start”, 2
355 { "nfsv3", " op- nkdi r - done" O, 0,

0, "struct svc_req *
1, "nfsv3oparg_t *",
3

, "ACCESS3args *" },
0, "struct svc_req *"

1, "nfsv3oparg_t *",

3, "ACCESS3res *" },
, "struct svc_req *

0
1, "nfsv3oparg_t *",
3

, "COW T3args *" },
0, "struct svc_req *",

1, "nfsv3oparg_t *",

3 "CCMVITBres *
"struct svc req *n

"nfsv3oparg_t *",

w P O

, "CREATE3args *" },
0, "struct svc_req *"

1, "nfsv3oparg_t *",

3, "CREATE3res *" },
, "struct svc_req *

0
1, "nfsv3oparg_t *",
3

, "FSINFCBargs *" },
0, "struct svc_req *"

1, "nfsv3oparg_t *",

3, " FSI NFCBres *" },
0, "struct svc_req *",
1

, "nfsv3oparg_t *",

3, "FSSTAT3args *" },
0, "struct svc_req *",

1, "nfsv3oparg_t *",

3, "FSSTAT3res *" },
"struct svc_req *"

, "nfsv3oparg_t *",

, "LINK3args *" },
"struct svc_req *

"nfsv3oparg_t *",

LI NK3res *" },
"struct svc_req *

0,
1, "nfsv3oparg_t *",
3,

"MKDI R3args *" },
"struct svc_req *",
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356 " conni nfo _t o}, 422 { "nfsv3", "op—readlink—start", 2, 3, "READLINK3args *" },
357 {" nfsv3 "op-nkdi r-done", 1, 1, "nfsv3oparg_t *", 423 {" nfsv3 'op-readlink-done", 0, 0, "struct svc_req *"
358 nfsv30p| nfo_t *" }, 424 " conni nfo to*"

359 { "nfsv3", "op- nkdi r - done" 2, 3, "MKDIR3res *" 1, 425 {" nfsv3" "op- r eadl i nk-done”, 1, 1, " nf sv3oparg_t *",
360 {" nfsv3" " op- nknod- st art 0, 0, "struct svc_req *", 426 nfsv30p| nfo_t *" },

361 "conni nfo _t o*" ), 427 { "nfsv3" op readl i nk-done", 2, 3, "READLINK3res *' },
362 {" nfsv3 "op-nknod-start", 1, 1, "nfsv3oparg_t *", 428 {" nfsv3 "op-renove-start” O 0, "struct svc_req *
363 nfsv30p| nfo_t *" }, 429 connl nfo I

364 { "nfsv3", "op- mknod-start”, 2, 3, "MKNOD3args *" 1}, 430 { "nfsv3", "op- remove-start”, 1, 1, "nf sv3oparg_t *",
365 {" nfsv3 " op- nknod- done" O, 0, "struct svc_req *", 431 " nfsv3op| nfo_t *" },

366 " conni nfot A 432 { "nfsv3", "op-rermve-start" 2, 3, "REMOVE3args *" },
367 {" nfsv3" "op- nknod-done", 1, 1, "nfsv3oparg_ t *", 433 {" nfsv3" 'op-renove-done", 0, 0, "struct svc_req *",
368 nfsv30p| nfo_t *" }, 434 "conni nfo _t *"

369 { "nfsv3" " op- mknod- done", 2, 3, "MKNOD3res *" }, 435 {" nfsv3 " op- r enpve- done” 1, 1, "nfsv3oparg_t *",
370 {" nfsv3 "op-null-start", 0, 0, "struct svc_req *", 436 nfsv30p| nfo_t *" },

371 " conni nfo IR 437 { "nfsv3", op renove- done 2, 3, " RENDJE3res *" oy,
372 {" nfsv3" "op-nul | -start” 1, 1, "nfsv3oparg_t *", 438 {" nfsv3", "op-renane-start”, 0, 0, "struct svc_req *",
373 nfsv3op| nfo_t *" }, 439 " conni nf ot *" },

374 { "nfsv3", "op-null - done” 0, 0, "struct svc_req *", 440 { "nfsv3", "op-renane-start”, 1, 1, "nfsv3oparg_t *",
375 " conni nfo _t o}, 441 " nfsv3op| nfo_t *" },

376 {" nfsv3" "op- nul | -done”, 1, 1, "nf sv3oparg_t *", 442 { "nfsv3", "op-renane-start”, 2, 3, "RENAVE3args *" 1,
377 nfsv30p| nfo_t *" }, 443 {" nfsv3 " op- r enane- done" 0, 0, "struct svc_req *"
378 {" nfsv3 "op- pat hconf-start™, 0, 0, "struct svc_req *", 444 " conni nfo _t *"

379 " conni nfot A 445 { "nfsv3", "op- r enane- done", 1, 1, "nfsv3oparg_t *",
380 {" nfsv3" " op- pathconf start", 1, 1, "nfsv3oparg_t *", 446 " nfsv3op| nfo_t *" },

381 nfsv30p| nfo_t *" }, 447 { "nfsv3", "op—rename—done", 2, 3, "RENAME3res *" },
382 { "nfsv3" " op- pathconf-start", 2, 3, "PATHCONF3args *" }, 448 {" nfsv3 ‘op-rmdir-start”, 0, 0, "struct svc_req *
383 { "nfsv3 " op- pat hconf - done", 0, 0, "struct svc_req *", 449 conm nfot A

384 " conni nfot * 450 { "nfsv3", "op-rmdir-start", 1, 1, "nfsv3oparg_t *",
385 { "nfsv3", "op- pathconf done", 1, 1, "nfsv3oparg_t *", 451 " nfsv30p| nfo_t *" },

386 "nfsv30p| nfo_t *" } 452 { "nfsv3", "op-rmdir-start", 2, 3, "RVDIR3args *" },
387 { "nfsv3", " "op- pat hconf - done", 2, 3 " PATHCONF3res *" }, 453 { "nfsv3", "op-rndir-done", 0, 0, "struct svc_req *"
388 {" nfsv3" "op-read-start", 0, 0, "struct svc_req *", 454 "conni nf ot *" },

389 "conni nfo _t "}, 455 {" nfsv3" "op-rndir-done", 1, 1, "nfsv3oparg_t *",
390 {" nfsv3 "op-read-start”, 1, 1, "nfsv3oparg_t *", 456 nfsv3op| nfo_t *" },

391 nfsv30p| nfo_t *" }, 457 { "nfsv3" op r i - done” 2, 3, "RMDIR3res *" },

392 { "nfsv3", op read-start", 2, 3, "READ3args *" }, 458 { "nfsv3" "op-setattr- start", 0, 0, "struct svc_req *",
393 {" nfsv3" "op-read-done", 0, 0, "struct svc_req *", 459 "conni nfo _to*" ),

394 "conni nfot * 460 { "nfsv3 "op-setattr-start”, 1, 1, "nfsv3oparg_t *",
395 {" nfsv3 "op-read- done” 1, 1, "nfsv3oparg_t *", 461 nfsv30p| nfo_t *" },

396 nfsv30p| nfo_t *" }, 462 { "nfsv3", op setattr-start", 2, 3, "SETATTR3args *" },
397 { "nfsv3", op r ead- done 2 3, "READ3res *" 1}, 463 {" nfsv3" "op-setattr-done", 0, 0, "struct svc_req *",
398 {" nfsv3 " op-readdir-st art 0, 0, "struct svc_req *", 464 *conni nfo _t *"

399 " conni nfot *"oy, 465 { "nfsv3", "op- setattr-done” 1, 1, "nfsv3oparg_t *",
400 { "nfsv3", "op- readdi r- st art", 1, 1, "nfsv3oparg_t *", 466 " nfsv3op| nfo_t *" },

401 " nfsv3op| nfo_t *" }, 467 { "nfsv3", op setattr-done" 2, 3, "SETATTR3res *" },
402 { "nfsv3", " op—readdi r-start", 2, 3, "READDI R3args *" }, 468 {" nfsv3 " op- sym i nk- st art 0, 0, "struct svc_req *
403 {" nfsv3 "op-readdir-done", 0, 0, "struct svc_req *", 469 connl nfo t *" 3,

404 " conni nfo t o}, 470 {" nfsv3 " op- symlnk start", 1, 1, "nfsv3oparg_t *",
405 { "nfsv3", "op- readdir-done”, 1, 1, "nf sv3oparg_t *", 471 nfsv3op| nfo_t *" },

406 " nfsvSopl nfo_t *" } 472 { "nfsv3d" "op- symink-start", 2, 3, "SYM.INK3args *" },
407 { "nfsv3", " op—readdi r-done", 2, 3, READDI R3res *" }, 473 {" nfsv3 " op- sym i nk-done”, 0, 0, "struct svc_req *"
408 {" nfsv3 "op-readdirplus-start", 0, 0, "struct svc_req * 474 " conni nfo to*"

409 " conni nfo _t o*" 475 {" nfsv3" "op-sym i nk- done” 1, 1, "nfsv3oparg_t *",
410 {" nfsv3" "op- r eaddi rplus-start”, 1, 1, "nfsv3oparg_t *", 476 nfsv30p| nfo_t *" },

411 nfsv30p| nfo_t *" }, 477 { "nfsv3" op sym i nk-done", 2, 3, "SYM.INK3res *" },
412 { "nfsv3" op readdlrpl us-start", 2, 3, "READDI RPLUS3args *" }, 478 {" nfsv3", "op-wite-start" "0, 0, "struct svc_req *"
413 {" nfsv3" "op-readdirpl us- done" "0, 0, "struct svc_req *", 479 "conni nf ot *" },

414 " conni nfo _t *" 480 {" nfsv3" "op-wite-start", 1, 1, "nfsv3oparg_t *",
415 {" nfsv3 " op- r eaddi rplus-done”, 1, 1, "nfsv3oparg_t *", 481 nfsv3op| nfo_t *" },

416 nfsv30p| nfo_t *" }, 482 { "nfsv3" op wite-start", 2, 3, "WRI TE3args *" },
417 { "nfsv3", op r eaddi rpI us- done 2, 3, "READDI RPLUS3res *" }, 483 {" nfsv3" "op-wite-done" O, 0, "struct svc_req *",
418 {" nfsv3" "op-readlink-start” O 0, "struct svc_req *", 484 "conni nfo _t *"

419 " conni nfo _t *" 485 {" nfsv3 " op- write-done” 1, 1, "nfsv3oparg_t *",
420 { "nfsv3", "op-readl ink-start”, 1 1, "nfsv3oparg_t *", 486 nfsv30p| nfo_t *" },

421 " nfsv30p| nfo_t *" }, 487 { "nfsv3", "op-write- done” 2, 3, "WRITE3res *" },
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554 nfsv4op| nfo_t *" },
489 { "nfsv4", "null-start", 0, 0, "struct svc_req * "conninfo_t *" }, 555 { "nfsv4" op del egreturn-start”, 2, 1, "DELEGRETURN4args *" },
490 { "nfsv4", "nuII-done", 0, 0, "struct svc_req *", "conninfo_t *" }, 556 { "nfsv4 " op- del egr et ur n- done" 0, 0, "struct conpound_state *",
491 {" nfsv4" "conpound-start", 0, 0, "struct conpound_state *", 557 " conni nfo I
492 "conni nfo to*" 558 {" nfsv4" " op-del egreturn done", 1, O, "struct conpound_state *",
493 {" nfsv4 conpound start", 1, 0, "struct conpound_state *", 559 nfsv4op| nfo_t *" },
494 nfsv4op| nfo_t *" }, 560 { "nfsv4" op del egr et urn-done", 2, 1, " DELEGRETURN4res *" },
495 { "nfsv4", "conpound-start", 2, 1, "COWPOUND4args *" }, 561 {" nfsv4" "op-getattr-start", 0, 0, "struct conpound_state *",
496 {" nfsv4" "conpound- done", 0, 0, "struct conpound_state *", 562 " conni nfo _t *"
497 "conni nfot * 563 { "nfsv4 " op- getattr start", 1, O, "struct conpound_state *",
498 {" nfsv4 corrpound done", 1, 0, "struct conpound_state *", 564 nfsv4op| nfo_t *" },
499 nfsv4op| nfo_t *" }, 565 { "nfsv4", op getattr-start", 2, 1, "GETATTR4args *"
500 { "nfsv4", conpound done", 2, 1 CO\/POJND4res * oy 566 {" nfsv4" " op- get attr-done", 0, 0, "struct conpound_ state it
501 {" nfsv4", "op- access- st art”, 0 0, "struct conpound_state *" 567 "conni nfo t o *" )
502 "conninfo_t *"}, 568 {" nfsv4 "op-getattr-done", 1, 0, "struct conpound_state *",
503 { "nfsv4", "op-access-start", 1, 0, "struct conpound_state *", 569 nfsv4op| nfo_t *" },
504 "nfsvdopinfo_t *" } 570 { "nfsv4", op getattr- done", 2, 1, "GETATTR4res *" },
505 { "nfsv4", " " op- access-start", 2, 1, "ACCESS4args *" 1}, 571 {" nfsv4 "op-getfh-start” , 0, "struct conpound_state *",
506 { "nfsv4", "op-access-done", 0, 0, "struct compound_state *", 572 " conni nfo _t *"
507 "connl nfo _t o*" 573 {" nfsv4" "op- getfh start", 1, 0, "struct conpound_state *",
508 { "nfsv4", "op- access-done", 1, 0, "struct conmpound_state *", 574 nfsv4op| nfo_t *" },
509 " nfsv4op| nfo_t *" }, 575 {" nfsv4 "op-get fh-done", 0, 0, "struct conpound state *",
510 { "nfsv4", "op—access—done", 2, 1, "ACCESS4res ** 576 connl nfo t o*" 3,
511 {" nfsv4 'op-cl ose-start”, 0, 0, "struct conpound state *", 577 {" nfsv4 "op-getfh-done", 1, 0, "struct conpound_state *",
512 " conni nfo _t *" 578 nfsv4op| nfo_t *" },
513 {" nfsv4 "op-cl ose start", 1, 0, "struct conpound_state *", 579 { "nfsv4" op get f h- done 2, 1, "GETFH4res *" },
514 nfsv4op| nfo_t *" }, 580 {" nfsv4 "op-link-start", 0, O, "struct conpound_state *",
515 { "nfsv4" op close-start", 2, 1, "CLOSE4args *" 581 " conni nfo t o*"
516 {" nfsv4", "op-cl ose-done" "0, 0, "struct conpound state * 582 {" nfsv4" "op-link- st art", 1, 0, "struct conpound_state *",
517 "conni nf ot *" }, 583 nfsv4op| nfo_t *" },
518 {" nfsv4 "op-cl ose-done", 1, O, "struct conpound_state *", 584 { "nfsv4" op Iink-start", 2, 1, "LINKdargs *'
519 nfsv4op| nfo_t *" 585 {" nfsv4 "op- i nk-done", 0, 0, "struct corrpound state *",
520 { "nfsv4", op close-done", 2, 1, "CLOSE4res *" }, 586 " conni nfo _t *"
521 {" nfsv4" "op-conmmit-st art”, 0, 0, "struct conpound_state *", 587 { "nfsv4", "op-Ilink- done 1, 0, "struct conmpound_state *",
522 "conni nfo _t *" 588 " nfsv4op| nfo_t *" },
523 { "nfsv4", "op- corrmt start", 1, 0, "struct conpound_state *", 589 { "nfsv4", " op-I i nk-done", 2, 1, LI NK4res *'
524 " nfsv4op| nfo_t *" }, 590 {" nfsv4" "op-lock-start", 0, 0, "struct conpound state *",
525 { "nfsv4", "op—cormit—start" 2, 1, "COW T4args *" }, 591 "conni nfo _t "},
526 {" nfsv4 'op-commi t-done", O, O, "struct conpound_state *", 592 {" nfsv4 "op-lock-start", 1, O, "struct conpound_state *",
527 " conni nfo _t *" 593 nfsv4op| nfo_t *" },
528 { "nfsv4", "op- commit-done", 1, 0, "struct conmpound_state *", 594 { "nfsva", "op- lock-start", 2, 1, "LOCK4args *" },
529 nfsv4op| nfo_t *" }, 595 {" nfsv4" "op-| ock-done", 0, O, "struct compound_state *",
530 { "nfsv4" op commi t - done" 2, 1, "COW T4res *" }, 596 *conni nfo _t *"
531 {" nfsv4", "op-create-st art 0, 0, "struct conpound_state *", 597 { "nfsv4", "op-lock- done 1, 0, "struct conpound_state *",
532 "conni nf ot *" }, 598 " nfsv4op| nfo_t *" },
533 {" nfsv4" "op-create-start", 1, 0, "struct conpound_state *", 599 { "nfsv4", op | ock- done 2, 1, "LOCK4res *" },
534 nfsv4op| nfo_t *" }, 600 { "nfsv4 "op- | ockt - start” , 0, 0, "struct conpound_state *",
535 { "nfsv4" op create-start", 2, 1, "CREATE4args *' 601 connl nfo t o*" 3,
536 {" nfsv4", " op- creat e-done", 0, 0, "struct con'pound state *' 602 { "nfsv4", "op- | ockt-start” 1, 0, "struct conpound_state *",
537 "conni nfo_t *" o}, 603 "nfsv4op| nfo_t *" },
538 {" nfsv4 'op-create-done", 1, 0, "struct conpound_state *" 604 { "nfsv4", " op—l ockt-start", 2, 1, "LOCKT4args *'
539 nfsv4op| nfo_t *" }, 605 {" nfsv4 "op- | ockt-done", 0, 0, "struct conpound state *' s
540 { "nfsv4" op create- done 2, 1, CREATE4res * 1, 606 " conni nfo t o
541 {" nfsv4" " op- del egpur ge- st art", 0, 0, "struct corrpound state *", 607 {" nfsv4" " op- I ockt - done” 1, 0, "struct conpound_state *",
542 "conni nfo _t *" 608 nfsv4op| nfo_t *" },
543 {" nfsv4 " op- del egpurge start", 1, 0, "struct conpound_state *", 609 { "nfsv4" op | ockt - done" 2, 1 LOCKT4res *
544 nfsv4op| nfo_t *" }, 610 {" nfsv4", "op- | ocku- st art”, 0 0, "struct corrpound state *"
545 { "nfsv4", op del egpurge-start”, 2, 1, "DELEGPURGE4args *" }, 611 "conni nf ot *" },
546 {" nfsv4" " op- deI egpur ge-done", 0, 0O, "struct conpound_state *", 612 {" nfsv4" "op-locku-start", 1, 0, "struct conpound_state *",
547 "conni nfo _t* 613 nfsv4op| nfo_t *" },
548 {" nfsv4 " op-del egpurge done", 1, 0, "struct conpound_state *", 614 { "nfsv4" op | ocku-start", 2, 1, "LOCKUdargs *" },
549 nfsv4op| nfo_t *" }, 615 {" nfsv4" "op- | ocku- done" O, 0, "struct conpound_state *",
550 { "nfsv4", op del egpur ge-done", 2, 1, " DELEGPUR(£4r es *" }, 616 "conni nfo _t *"
551 {" nfsv4 " op- del egreturn- start , 0, 0, "struct conpound_state *", 617 {" nfsv4 " op- Iocku done", 1, 0, "struct conpound_state *",
552 " conni nfo t o*" ), 618 nfsv4op| nfo_t *" },
553 { "nfsv4", "op-delegreturn-start", 1, 0, "struct conpound_state *", 619 { "nfsv4", "op-Ilocku- done”, 2, 1, "LOCKWAres *" Do
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620 { "nfsv4 "op-| ookup-start”, 0, 0, "struct conpound_state *", 686 { "nfsv4", "op-openattr-done", 1, 0, "struct conpound_state *",
621 " conni nfot *"oy, 687 "nfsvdopinfo_t *" },

622 { "nfsv4 " op- Iookup start", 1, 0, "struct conpound_state *", 688 { "nfsv4", "op-openattr-done", 2, 1, "OPENATTR4res *" },

623 nfsv4op| nfo_t *" }, 689 {" nfsv4" "op-putfh-start”, 0, 0, "struct conmpound_state *",
624 { "nfsv4", "op- | ookup-start”, 2, 1, "LOOKUP4args *" 1}, 690 "conni nfo _t *

625 {" nfsv4", " op- | ookup- done" 0, 0, "struct compound_state *", 691 {" nfsv4 " op- putfh start", 1, 0, "struct conpound_state *",
626 "conni nf ot *" }, 692 nfsv4op| nfo_t *" },

627 {" nfsv4" "op-| ookup-done", 1, 0, "struct conpound_state *", 693 { "nfsv4", op putfh-start", 2, 1, "PUTFH4args *"

628 nfsv4op| nfo_t *" }, 694 {" nfsv4" " op- putfh done", 0, O, "struct conpound_ state *
629 { "nfsv4" " op- | ookup-done", 2, 1, "LOOKUP4res *" }, 695 "conni nfo _to* ),

630 {" nfsv4 " op- | ookupp- st art” , 0, 0, "struct conpound_state *", 696 {" nfsv4 "op- put fh-done", 1, 0, "struct conpound_state *",
631 " conni nfo _t o}, 697 nfsv4op| nfo_t *" },

632 {" nfsv4" " op- Iookupp start", 1, 0, "struct conpound_state *", 698 { "nfsv4", op put f h- done” 2, 1, " PUTFH4res *

633 nfsv4op| nfo_t *" }, 699 {" nfsv4 " op- put pubf h- start", 0, 0, "struct conpound state *"
634 {" nfsv4 " op- | ookupp- done", 0, 0, "struct conpound_state *", 700 " conni nfo _t o*"

635 " conni nfo I 701 {" nfsv4" " op- put pubfh start", 1, 0, "struct conpound_state *",
636 {" nfsv4" " op- Iookupp done", 1, O, "struct conpound_state *", 702 nfsv4op| nfo_t *"

637 nfsv4op| nfo_t *" }, 703 {" nfsv4 " op- put pubfh done", 0O, O, "struct conpound_state *",
638 { "nfsv4" op | ookupp- done” 2, 1, LOG(UPP4res *"oy, 704 " conni nfo _t *"

639 {" nfsv4" "op-nverify-st art" 0, 0, "struct conpound_state *", 705 {" nfsv4" " op- put pubfh done", 1, 0O, "struct conpound_state *",
640 "conni nfo _t *" 706 nfsv4op| nfo_t *" },

641 {" nfsv4 " op- nverlfy start", 1, 0, "struct conpound_state *", 707 { "nfsv4" op put pubf h-done", 2, 1, PUTPUBFH4res *"oy,

642 nfsv4op| nfo_t *" }, 708 {" nfsv4 " op- putroot f h- start", 0, 0, "struct conpound_state *",
643 { "nfsv4" op nverify-start", 2, 1, "NVERI FYdargs *" }, 709 " conni nfo tox"

644 {" nfsv4" " op- nverlfy done”, 0, 0, "struct conpound_state *", 710 {" nfsv4" " op- putrootfh start", 1, 0, "struct conpound_state *",
645 "conni nfo _t o}, 711 nfsv4op| nfo_t *" },

646 {" nfsv4 "op-nverify-done", 1, 0, "struct conpound_state *", 712 {" nfsv4 'op- putrootfh done", 0, 0O, "struct conpound_state *",
647 nfsv4op| nfo_t *" }, 713 " conni nfo tox"

648 { "nfsv4", op nverify- done , 2, 1 "NVERI FY4res *" }, 714 {" nfsv4" " op- putrootfh done", 1, O, "struct conpound_state *",
649 {" nfsv4" "op-open-start”, 0, 0, "struct conpound_state *", 715 nfsv4op| nfo_t *" },

650 "conni nfo _t *" 716 { "nfsv4" op putrootfh-done", 2, 1, "PUTROOTFH4res *" },

651 {" nfsv4 " op- open- start” 1, 0, "struct conpound_state *", 717 {" nfsv4 "op-read-start", 0, O, "struct conpound_state *",
652 " nf sv4op| nfo_t *" 718 " conni nfo _t*"

653 { "nfsv4", op open- st art” 2, 1, "OPENdargs *" }, 719 {" nfsv4" "op-read- start” 1, 0, "struct conpound_state *",
654 { "nfsv4", "op-open-done” 0, 0, "struct compound_state *", 720 nfsv4op| nfo_t *" },

655 " conni nfo t o*" ), 721 { "nfsv4" op read-start", 2, 1, "READ4args *'

656 {" nfsv4" " op- open- done 1, 0, "struct conpound_state *", 722 {" nfsv4" "op-read- done", 0 0, "struct conpound state *",
657 nfsv4op| nfo_t *" }, 723 "conni nfo _t "},

658 { "nfsv4" op open-done", 2, 1, ODEN4res *n oy, 724 {" nfsv4 "op-read-done", 1, 0, "struct conpound_state *",
659 {" nfsv4 " op- open- confi rmstart” 0, 0, "struct conpound_state *", 725 nfsv4op| nfo_t *" },

660 " conni nfo t o*" ), 726 { "nfsv4", op read- done 2, 1, "READAres *" },

661 { "nfsv4", "op-open- confirmstart” 1, 0, "struct conmpound_state *", 727 {" nfsv4" "op-readdir-st art" 0, 0, "struct conpound_state *",
662 " nfsv4op| nfo_t *" }, 728 " conni nfot *"oy,

663 { "nfsv4", " op—open—confi rmstart", 2, 1, "OPEN_CONFI RMdargs *" }, 729 { "nfsv4", "op- readdir-start” 1, 0, "struct conpound_state *",
664 {" nfsv4" " op- open- confirmdone", 0, 0, "struct conpound_state *", 730 " nfsv4op| nfo_t *" },

665 "conni nfo _t o}, 731 { "nfsv4", op readdir-start", 2, 1, "READDI Rdargs *" },

666 {" nfsv4 " op-open-confirmdone", 1, 0, "struct conpound_state *", 732 {" nfsv4 "op-readdir-done" 0, 0, "struct conpound_state *",
667 nfsv4op| nfo_t *" }, 733 " conni nfo _t *"

668 { "nfsv4" op open- confi rm done” 2, 1, CPEN CONFI RMdres *" }, 734 { "nfsv4", "op- readdi r - done" 1, 0, "struct conpound_state *",
669 {" nfsv4" " op- open- downgr ade- st art", 0, 0, "struct conpound_state *", 735 " nfsv4op| nfo_t *" },

670 "conni nfo _to*" 736 { "nfsv4", " op—readdi r-done", 2, 1, " READDI Rdres *

671 {" nfsv4 " op- open- downgrade start", 1, 0, "struct conpound_state *", 737 {" nfsv4 "op-readlink-start", 0, 0, "struct conpound state *"
672 nfsv4op| nfo_t *" }, 738 " conni nfo to*" 3,

673 { "nfsv4", op open- downgrade start", 2, 1, "OPEN_DOANGRADE4args *" }, 739 {" nfsv4" "op-readlink-start", 1, 0, "struct conpound_state *",
674 {" nfsv4" " op- open- downgr ade-done", 0, 0, "struct conmpound_state *", 740 nfsv4op| nfo_t *" },

675 "conni nfo _t* 741 {" nfsv4 'op- readl i nk-done", 0, 0, "struct compound_state *",
676 { "nfsv4", "op-open- dovmgrade done", 1, 0, "struct conpound_state *", 742 " conni nfo t o*" 3,

677 " nfsv4op| nfo_t *" }, 743 {" nfsv4" "op-readlink-done", 1, 0, "struct conpound_state *",
678 { "nfsv4", " op- open- downgr ade- done", 2, 1, "OPEN_DOWNGRADE4res *" }, 744 nfsv4op| nfo_t *" },

679 {" nfsv4 " op- openattr—st art", 0, 0, "struct conpound_state *", 745 { "nfsv4" op readl i nk-done", 2, 1, "READLINK4res *" },

680 connl nfo t o*" ), 746 {" nfsv4", "op-rel ease- Iockowner-start", 0, O,

681 {" nfsv4" "op-openattr-start”, 1, 0, "struct conpound_state *", 747 "struct conpound_state *", "conninfo_t *" },

682 nfsv4op| nfo_t *" }, 748 { "nfsv4", "op-rel ease-lockowner-start", 1, O,

683 { "nfsv4" " op- openattr—start 2, 1, "OPENATTR4args *" 1}, 749 "struct conpound_state *", "nfsv4opinfo_t *" },

684 {" nfsv4", "op- openat tr-done", 0, 0, "struct conmpound_state *", 750 { "nfsv4", "op-rel ease-|ockowner-start”, 2, 1,

685 "conninfo_t *" }, 751 " RELEASE_LOCKOWNER4ar gs *" '},
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752 { "nfsv4", "op-rel ease- Iockovmer—done 0, O, 818 {" nfsv4 "op-setattr-start", 1, 0, "struct conpound_state *",
753 "struct conpound state *", "conni nf o_t *" }, 819 nfsv4op| nfo_t *" },

754 { "nfsv4", "op-rel ease-|ockowner-done", 1, O, 820 { "nfsv4" op setattr-start", 2, 1, "SETATTR4args *" },

755 "struct conpound_state *", "nf sv4opi nfo_t *" }, 821 {" nfsv4" "op-setattr-done" 0,0, "struct conpound_state *",
756 { "nfsv4", "op-rel ease-| ockowner-done", 2, T, 822 "conni nfo _t *"

757 "RELEASE_LOCKO/\NER4res *oy, 823 { "nfsv4 " op- setattr-done" 1, 0, "struct conpound_state *",
758 {" nfsv4 'op-renove-start”, 0, 0, "struct conpound_state *", 824 nfsv4op| nfo_t *" },

759 " conni nfot * 825 { "nfsv4", op setattr-done" 2, 1 "SETATTR4res *

760 {" nfsv4" " op- rempve-start” 1, 0, "struct conpound_state *", 826 {" nfsv4" "op-setclientid- start" 0, 0, "struct corrpound state *",
761 nfsv4op| nfo_t *" }, 827 "conni nfo _t o*" 3,

762 { "nfsv4" op remove-start", 2, "REMOVE4args *" }, 828 {" nfsv4 "op-setclientid-start", 1, 0, "struct conpound_state *",
763 {" nfsv4" " op-renove- done", 0 O "struct conpound_state *", 829 nfsv4op| nfo_t *" },

764 "conni nfo _t *" 830 { "nfsv4", op setclientid-start", 2, 1, "SETCLIENTID4args *" },
765 {" nfsv4 " op- r emove- done” 1, 0, "struct conpound_state *", 831 {" nfsv4 "op-setclientid-done" O, , "struct conpound_state *",
766 nfsv4op| nfo_t *" }, 832 " conni nfo _t o*"

767 { "nfsv4", op renove- done 2, 1, " RENDJE4res *" oy, 833 {" nfsv4" "op-setcl i enti d- done” 1, 0, "struct conpound_state *",
768 {" nfsv4", "op-renane- st art” 0, 0, "struct corrpound state *", 834 nfsv4op| nfo_t *" },

769 "conni nf ot *" }, 835 { "nfsv4" op setclientid-done", 2, 1, "SETCLIENTID4res *" },
770 { "nfsv4", "op-renanme-start", 1, 0, "struct conpound_state *", 836 {" nfsv4", "op-setclientid-confi rmst art", 0, O,

771 " nfsv4op| nfo_t *" }, 837 "struct conpound_state *", "conninfo_t *" },

772 { "nfsv4", op rename-start", 2, 1, "RENAMEd4args *" }, 838 { "nfsv4", "op-setclientid-confirmstart", 1, O,

773 {" nfsv4 "op-renane-done", 0, 0, "struct conpound_state *", 839 "struct conpound_state *", "nfsv4opinfo_t *" },

774 connl nfo _t *" 840 { "nfsv4", "op-setclientid-confirmstart", 2, 1,

775 { "nfsv4", "op- r ename- done” , 1, 0, "struct conpound_state *", 841 " SETCLI ENTI D_CONFI RMdargs *" 1},

776 " nfsv4op| nfo_t *" }, 842 { "nfsv4", "op-setclientid-confirmdone", 0, O,

777 { "nfsv4", "op—rename—done", 2, 1, "RENAME4res *" }, 843 "struct conpound_state *", “"conninfo_t *" },

778 {" nfsv4 'op-renewstart", 0, 0, "struct conpound_state *", 844 { "nfsv4", "op-setclientid-confirmdone", 1, O,

779 " conni nfo to*" 845 "struct conpound_state *", "nfsvdopinfo_t *" },

780 { "nfsv4", "op- renew st art", 1, 0, "struct conpound_state *", 846 { "nfsv4", "op-setclientid-confirmdone", 2, 1,

781 " nfsv4op| nfo_t *" }, 847 " SETCLI ENTI D_CONFI RMAres *" 1},

782 { "nfsv4", "op—renew-start", 2, 1, "RENEWMargs *" }, 848 { "nfsv4 "op-verify-start", 0, O, "struct conpound_state *",
783 {" nfsv4 'op-renewdone", 0, O, "struct conpound_state *", 849 conm nfo _t *"

784 " conni nfo _t *" 850 {" nfsv4" " op- verlfy start", 1, 0, "struct conpound_state *",
785 {" nfsv4" " op- r enew done” 1, 0, "struct conpound_state *", 851 nfsv4op| nfo_t *" },

786 nfsv4op| nfo_t *" }, 852 { "nfsv4" op verify-start", 2, 1, "VERI FYdargs *" },

787 { "nfsv4" op r enew- done” 2, 1, RENEWLres *noy, 853 { "nfsv4 "op-verify-done", 0, 0, "struct conmpound_state *"
788 {" nfsv4" "op-restoref h- start" 0, 0, "struct cor'rpound state *", 854 " conni nfo ot o*" ),

789 "conni nfo _t o}, 855 {" nfsv4" " op- verlfy done", 1, 0, "struct conpound_state *",
790 {" nfsv4 "op-restorefh-start", 1, 0, "struct conpound_state *", 856 nfsv4op| nfo_t *" },

791 nfsv4op| nfo_t *" }, 857 { "nfsv4" op verify- done” 2, 1, "VERI FY4res *'

792 {" nfsv4" 'op- restorefh-done”, 0, 0, "struct conpound_state *", 858 {" nfsv4", "op-wite-st art" 0, 0, "struct conpound state *",
793 "conni nfot *" o}, 859 "conni nfo_t *" o},

794 { "nfsv4 "op-restorefh-done", 1, 0, "struct conpound_state *", 860 { "nfsv4 'op-wite-start”, 1, 0, "struct conpound_state *",
795 nfsv4op| nfo_t *" }, 861 nfsv4op| nfo_t *" },

796 { "nfsv4", op rest orefh done 2, 1 " RESTOREFH4res *" }, 862 { "nfsv4", op wite-start", 2, 1, "WRI TE4args *" },

797 {" nfsv4" "op-savefh-start" O, 0, "struct conpound_state *", 863 {" nfsv4" "op-wite-done", 0, 0, "struct conpound_state *",
798 "conni nfo _t *" 864 "conni nfo _t o},

799 {" nfsv4 " op- savef h-start” 1, 0, "struct conpound_state *", 865 {" nfsv4 "op-wite-done", 1, 0, "struct conpound_state *",
800 nfsv4op| nfo_t *" }, 866 nfsv4op| nfo_t *" },

801 {" nfsv4" "op- savef h- done 0, 0, "struct conpound_state *", 867 { "nfsv4", "op-write- done”, 2, 1, "WRITE4res *" },

802 "conni nfo _t *" 868 {" nfsv4 "ch-recal | -start”, 0, 0 "rfs4_client_t *"

803 {" nfsv4 " op- savef h- done" 1, 0, "struct conpound_state *", 869 " conni nfo t o*"

804 nfsv4op| nfo_t *" }, 870 {" nfsv4 “cb-recal | -start" 1, 1, "rfs4_deleg_state_t *",
805 { "nfsv4", "op- savef h-done", 2, 1, "SAVEFHdres *" 1, 871 nfsv4cb| nfo_t *" },

806 {" nfsv4", " op- seci nf o- st art” , 0, 0, "struct conpound_state *", 872 { "nfsv4", "cb-recall-start", 2, 2, "CB RECALL4args *" },

807 "conninfo_t *" }, 873 { "nfsv4 "cb-recall -done" 0, 0, "rfs4d client_t *",

808 { "nfsv4", "op-secinfo-start", 1, 0, "struct conmpound_state *", 874 conm nfo g ="

809 "nfsvdopinfo_t *" }, 875 {" nfsv4" " ch- recall-done 1, 1, "rfs4_deleg_state_t *",
810 { "nfsv4", "op-secinfo-start", 2, 1, "SECINFO4args *" }, 876 nfsv4cb| nfo_t *" },

811 { "nfsv4", "op-secinfo-done", 0, 0, "struct conpound_state *", 877 { "nfsv4", "cb-recall-done", 2, 2, "CB RECALL4res *" },

812 "conninfo_t *" },

813 { "nfsv4", "op-secinfo-done", 1, 0, "struct conpound_state *", 879 { "ip", "send", 0, 0, "nmblk_t *", pktlnfot *"oy,

814 "nfsvdopinfo_t *" }, 880 { "ip", "send", 1, 1, "conn_t *", "csinfo_t *" },

815 { "nfsv4", "op-secinfo-done", 2, 1, SEC| NFO4res *" }, 881 { "ip", "send", 2, 2, "void_ip_t *", "ipi nf ot *" },

816 { "nfsv4", "op-setattr-start", 0, 0, "struct conmpound_state *", 882 { "ip", "send", 3, 3, " dtrace_ipsr_ill_t ** “ifinfo_t *" },
817 "conninfo_t *" }, 883 { "ip", "send", 4, 4, "ipha_t *", "ipvdinfo_t *" },
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884 ip", "send", 5, 5, p t *", "ipveinfo_t *"

885 ip", "send", 6, 6, n Y, used by dtrace _ipsr_ill_t */
886 ip", "receive", O, 0, nblkt o pktinfo_ oy,

887 "ip", "receive", 1, 1, "conn_t *", "csinfo_t *" },

888 "ip", "receive", 2, 2, "void_ip_t *", "ipinfo_t *"

889 "ip", "receive", 3, 3, dtrace |psr ill_t *", "ifinfo_t *" },
890 "ip", "receive", 4, 4, "ipha_t * "ipvdinfo_t *" },

891 "ip", "receive", 5, 5, "ip6_t *", "ipveinfo_t *" },

892 "ip", "receive", 6, 6, "int" }, * used by dtrace _ipsr_ill_t */
894 { "tcp", "connect-established", 0, 0, "mblk_t *", "pktinfo_t *" },
895 { "tcp", "connect -establ i shed", 1, 1, "ip_xmt_attr_t *",

896 "csi nfo _to*"

897 "tep", “connect - established", 2, 2, "void_ip_t *", "ipinfo_t *" },
898 "tcp", "connect-established", 3, 3, "tcp_t *", "tcpsinfo_t *" },
899 "tcp", "connect-established", 4, 4, "tcph_t *", "tcpinfo_t *" },
900 "tcp", "connect-refused", 0, 0, "mblk_t *", "pktinfo_t *" },

901 "tcp", "connect-refused", 1, 1, "ip_xmt_attr_t *", "csinfo_t *" },
902 "tcp", "connect-refused", 2, 2, "void_ip_t *", "ipinfo_t *" },
903 "tcp", "connect-refused", 3, 3, "tcp_t *", "tcpsinfo_t *" },

904 "tcp", "connect-refused", 4, 4, "tcph_t *", "tcpinfo_t *" },

905 “tcp", "connect-request", 0, 0, "nmblk_t *", "pktinfo_t *" },

906 "tcp", "connect-request", 1, 1, "ip_xmt_attr_t *", "esinfo_t *" },
907 "tcp”, "connect-request", 2, 2, "void_ip_t *", "ipinfo_t *" },
908 "tcp", "connect-request", 3, 3, "tcp_t *", tcp5| nfo_t *" },

909 “tcp", "connect-request", 4, 4, "tcph_t *", tcpl nfo_t *" },

910 "tcp", "accept-established", 0, 0, "nmblk_t *", pktlnfot *noy,
911 "tcp", "accept-established", 1, 1, "ip_xm't_attr_t *' "csinfo_t *" },
912 "tcp", "accept-established", 2, 2, "void_ip_t *", "ipinfo_t *" },
913 "tcp", "accept-established', 3, 3, "tcp_t *", tcpS| nfo_t *" },
914 "tcp", "accept-established", 4, 4, "tcph_t *", "t cpi nfot *"oy,
915 "tcp", "accept-refused", 0, 0, "nblk_t *", pktinfot &30

916 "tcp", "accept-refused", 1, 1, "ip_xmt_attr_t *", "csi nfot * oy
917 "tcp", "accept-refused", 2, 2, "void_ip_t *", “ipinfo_t *" 1,

918 “tcp", "accept-refused", 3, 3, "tcp_t *", "tcpsinfo_t *" },

919 "tcp", "accept-refused", 4, 4, "tcph_t *", "tcpinfo_t *" },

920 "tcp", "state-change", 0, 0, "void", "void" },

921 "tcp", "state-change", 1, 1, "ip_xmt_attr_t *", "csinfo_t *" },
922 "tcp", "state-change", 2, 2, "void", "void" },

923 "tep", "state—change", 3, 3, "tep_t *", "tcpsinfo_t *" },

924 "tcp", "state-change", 4, 4, "void", ”voi d" },

925 "tcp", "state- change 5 5 "i nt32 _t", "tcplsinfo_t *" },

926 “tcp", "send", 0, O, "nblk_t *", pktlnfot ¥y,

927 "tcp", "send", 1, 1, "ip_xmt_attr_t *", "csi nfot * oy,

928 "tcp", "send", 2, 2, "__dtrace tcp “void_ip_t *", "ipi nfot *noy,
929 "tcp", "send", 3, 3, "tcp_t *", "tcpsinfo_t *" },

930 “tcp", "send", 4, 4, "__dtrace_tcp_ tcpht *" 0 “"tcpinfo_t *" },
931 "tcp", "receive", 0, 0, "nblk_t *", pktinfot *noy,

932 “tcp", "receive", 1, 1, "ip_xmt_attr_t *", Tcsinfo_t *" },

933 "tcp", "receive", 2, 2, "_dtrace_tcp_voi d_ip_t *", "ipinfo_t *" }
934 "tcp", “"receive", 3, 3, "tcp_t *", "tcpsinfo_t *" },

935 "tcp", "receive", 4, 4, "__dtrace_tcp_tcph_t *", "tcpinfo_t *" },
937 "udp", "send", 0, O, "nblk_t *", "pktinfo_t *" },

938 "udp", "send", 1, 1, "ip_xmt_attr_t *"  "csinfo_t *" },

939 "udp", "send", 2, 2, "void_ip_t *", "ipinfo_t *" },

940 "udp", "send", 3, 3, "udp_t *", "udpsinfo_t *" },

941 "udp", "send", 4, 4, "udpha_t *", "udpinfo_t *" },

942 "udp", "receive", 0, 0, "nmblk_t *", "pktinfo_t *" },

943 "udp", "receive", 1, 1, "ip_xmt_attr_t *", "csinfo_t *" },

944 "udp", "receive", 2, 2, "void_ip_t *", "ipinfo_t *" },

945 "udp", "receive", 3, 3, "udp_t *", "udpsinfo_t *" },

946 "udp", "receive", 4, 4, "udpha_t *", "udpinfo_t *" },

948 { "sctp", "send", 0, 0, "nmblk_t *", "pktinfo_t *" },

949 { "sctp", "send", 1, 1, "ip_xmt_attr_t *", "csinfo_t *" },
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950 { "sctp", "send", 2, 2, "void_ip_t ", "ipinfo_t *" },
951 { "sctp", "send", 3, 3, "sctp_t *", sctpsmfot *"oy,
952 { "sctp", "send", 4, 4, "sctp_hdr_t *", "sctpinfo_t *" },
954 #endif /* ! codereview */

955 { "sysevent", "post", 0, 0, "evch_bind_t *", "syseventchaninfo_t
956 { "sysevent", "post", 1, 1, "sysevent_inpl_t *", "syseventinfo_t
958 "xpv", "add-to-physmap-end", 0, O, "int" },

959 "xpv", "add-to-physmap-start", 0, 0, "domd_t" },

960 "xpv", "add-to-physmap-start”, 1, 1, "uint_t" },

961 "xpv", "add-to-physmap-start", 2, 2, "ulong_t" },

962 "xpv", "add-to-physmap-start”, 3, 3, "ulong_t" },

963 "xpv", "decrease-reservation-end*, 0, 0, "int" },

964 "xpv", "decrease-reservation-start", 0, 0, "domd_t" },
965 "xpv", "decrease-reservation-start", 1, 1, "ulong_t" },
966 "xpv", "decrease-reservation-start", 2, 2, "uint_t" },
967 "xpv", "decrease-reservation-start", 3, 3, "ulong_t *" },
968 "xpv", "domcreate-start", 0, 0, "xen_donctl_t *" },
969 "xpv", "domdestroy-start", 0, 0, "domd_t" },

970 "xpv", "dom pause-start", 0, O, "domd t7 o},

971 "xpv", "dom unpause-start", 0, O, “dom d_t" },

972 "xpv", "domcreate-end", 0, 0, "int" },

973 "xpv", "domdestroy-end", 0, 0, "int" },

974 "xpv", "dom pause-end", 0, 0, "int" },

975 "xpv", "domunpause-end*, 0, 0, "int" },

976 "Xpv", "evtchn—op—end", 0, 0, "int" },

977 "xpv", "evtchn-op-start", 0, 0, "int" },

978 "xpv", "evtchn-op-start", 1, 1, "void *" },

979 "xpv", "increase- reservation- end" 0, 0, "int" },

980 "xpv", "increase-reservation- start , 0, 0, "domd_t" },
981 "xpv", "increase-reservation-start", 1, 1 ulong_t" },
982 "Xxpv", "increase-reservation-start", 2, 2, "uint_t" },
983 "xpv", "increase-reservation-start", 3, 3, "ulong_t *" },
984 "xpv", "mmap-end", 0, O, "int" },

985 "xpv", "mmap-entry", 0, 0, "ulong_t" },

986 "xpv", "mmp-entry", 1, 1, "ulong_t" },

987 "xpv", "mmap-entry", 2, 2, "ulong_t" },

988 "xpv", "mmap-start", 0, 0, "domid_t" },

989 "Xpv", "rrmap—start", 1, 1, "int" },

990 "xpv", "mmap-start", 2, 2, "privend_nmap_entry_t *" },
991 "xpv", "mmapbat ch- end" 0, O, "int "},

992 "xpv", "mmapbatch-end", 1, 1, "struct seg ¥y,

993 "xpv", "rmapbatch—end", 2, 2, "caddr_t" },

994 "xpv", "mmapbatch-start", 0, 0, "domid_t" },

995 "xpv", "mmpbatch-start", 1, 1, "int" },

996 "xpv", "mmapbatch-start", 2, 2, "caddr_t" },

997 "xpv", "mu-ext-op-end", 0, 0, "int" },

998 "xpv", "mu-ext-op-start", 0, 0, "int" },

999 "xpv", "mmu-ext-op-start", 1, 1, "struct mmuext_op *" },
1000 "xpv", "mu-update-start", 0, O, "i nt" },

1001 "xpv", "mu-update-start", 1, 1, i nt" },

1002 "xpv", "mu-update-start", 2, 2, _update_t *" },
1003 "xpv", "mu-update-end", 0, 0, "i t" 1,

1004 "xpv", "popul at e- physmap-end", 0, O, ‘|nt 1,

1005 "xpv", "popul at e-physmap-start", 0, 0, "domd_t" },
1006 "xpv", "popul ate-physmap-start", 1, 1, "ulong_t" },
1007 "xpv", "popul ate-physmap-start", 2, 2, "ulong_t *" },
1008 "xpv", "set-nmenory-map-end", 0, O, "int" },

1009 "xpv", "set-nenory-nmap-start", 0, 0, "domd_t" },

1010 "xpv", "set-nenory-map-start", 1, 1, "int" },

1011 "xpv", "set-nenory-map-start", 2, 2, "struct xen_nmenory_map *" },
1012 "xpv", "setvcpucontext-end", 0, O, "int" },

1013 "xpv", "setvcpucontext-start", 0, 0, "domd_t" },

1014 "Xxpv", "setvcpucontext-start", 1, 1, "vcpu_guest_context_t *"

I
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1016 { "srp", "service-up", 0, O,
1017 { "srp", "service-up", 1, 0
1018 { "srp", "service-down", O,
1019 { "srp", "service-down", 1
1020 "srp_portinfo_t *" },
1021 { "srp", "login-conmand", O,
1022 { "srp", "login-conmand", 1,
1023 "srp_portinfo_t *" },
1024 { "srp", "login-conmmand", 2,
1025 "srp_logininfo_t *" },
1026 { "srp", "login-response",
1027 { "srp", "login-response",
1028 "srp_portinfo_t *" },
1029 { "srp", "login-response",
1030 "srp_logininfo_t *" },
1031 "srp", "login-response",
1032 "srp", "logout-conmmand",
1033 "srp", "logout-comand",
1034 "srp_portinfo_t *" },
1035 { "srp", "task-command", O,
1036 { "srp", "task-comand", 1,
1037 "srp_portinfo_t *" },
1038 "srp", "task-comand", 2,
1039 "srp", "task-response", 0
1040 "srp", "task-response", 1
1041 "srp_portinfo_t *" }
1042 "srp", "task-response", 2
1043 "srp", "task-response", 3
1044 "srp", "task-response", 4
1045 "srp", "scsi-comand", O,
1046 "srp", "scsi-comand", 1,
1047 "srp_portinfo_t *" },
1048 "srp", "scsi-comand", 2,
1049 "srp", "scsi-comand", 3,
1050 "srp", "scsi-response", 0
1051 "srp", "scsi-response", 1
1052 "srp_portinfo_t *" },
1053 "srp", "scsi-response”, 2
1054 "srp", "scsi-response", 3
1055 "srp", "scsi-response", 4
1056 "srp", "xfer-start", 0, O
1057 "srp", "xfer-start", 1, O
1058 "srp_portinfo_t *" },
1059 "srp", "xfer-start", 2, 1
1060 "srp", "xfer-start", 3, 2
1061 "srp", "xfer-start", 4, 3
1062 "srp", "xfer-start", 5, 4
1063 "srp", "xfer-start", 6, 5
1064 "srp", "xfer-start", 7, 6
1065 "srp", "xfer-start", 8, 7
1066 "srp", "xfer-done", 0, O,
1067 "srp", "xfer-done", 1, O,
1068 "srp_portinfo_t *" },
1069 "srp", "xfer-done", 2, 1,
1070 srp", "xfer-done", 3, 2,
1071 srp", "xfer-done", 4, 3,
1072 srp", "xfer-done", 5, 4,
1073 "srp", "xfer-done", 6, 5,
1074 "srp", "xfer-done", 7, 6,
1075 "srp", "xfer-done", 8, 7,
1077 "fc", "link-up", 0, O,
1078 "fc", "I i nk-down", 0, O,
1079 "fc "fabric-login-start"”,
1080 "conninfo_t *" },

1081 { "fc", "fabric- Iogln start

"srpt_session_t *", "conninfo_t *" },
, "srpt_session_t *", srp portlnfo_t *n
"conninfo_t *" }

0, "srpt_session_t *",
0 o’

"srpt_session_t

0, "srpt_session_t *", "conninfo_t *"
0

, "srpt_session_t *",
1, "srp_login_req_t *",

, "srpt_session_t *",
"srpt_session_t *",

"conninfo_t *"

"srp_login_rsp_t *",

*n

"srp_login_rej_
"srpt_channel _t
, "srpt_channel _t *",

xn
f
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T ok

"conni nfo_t

"srp_cnd_req_t *",

, b, "srpt_channel _t *", "conninfo_t *"
, 0, "srpt_channel _t *",

, 1, "srp_rsp_t *" "srp_taskinfo_t *" }
, 2, "scsi_task_t *" },

, 3, "int8_t" },
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0, "srpt_ channel _t

0, "srpt_channel _t *",
1

2
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"srp_taskinfo_t *"
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"conninfo_t *" },

b

, 0 "srpt_channel _t *", "conninfo_t *"
, 0, "srpt_channel _t *",

, 1, "srp_rsp_t *", "srp_taskinfo_t *" },
, 2, "scsi_task_t * oy,

s 3, "int8_t" },

"srpt_channel _t
"srpt_channel _t

xn
f

*n
,

"conni nfo_t

)

"ibt_wr_ds_t ¥ "xferinfo_t *" },

, "srpt_iu_t *", "srp_taskinfo_t *" },
, "ibt send_wr _t *"},
, "uint32_t" },
, "uint32°t" },
, "uint32_t" },
, "uint32_t" },
"srpt_channel _t *", "conninfo_t *" },
"srpt_channel _t *",
"ibt_w_ds_t *", "xferinfo_t *" },
“srpt_iu_t *", "srp_taskinfo_t *" },
ibt_send_wr_t *"},
uint32_t" },
"uint32_t" },
"uint32_t" },
"uint32_t" },
"fct_i_local _port_t *", "conninfo_t *"
"fct_i_local _port_t *", "conninfo_t *" }
0, 0, "fet_i IocaI _port _t *"|
", 1, 0, "fct_i_local _port_t *",

" conni nfo_t *" },

b

srp t aski nfot oy
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0
1
2,
3

0, 0, "fct_i_Ilocal

1, 0, "fct_i_local

, "fct_cmd_t *",

, "fct_local

0, 0

1, 1

2, 2, "fct_i
3, 3, "int", "int" },
, "fct_cnd_t *",

, "fct_local _port_t

"fet_i
"int",
“int"

"fct

"int" },
"intt 3
_cnd_t

,
xn
,

"fct_l ocal

w N [ O_-bw N [ o~

0
1
2, "fet_i
3

, 3, "int", "int" },
, 0, "fct_cmd_t *",

"fct_local _port_t

.2, "fet i

, 0
1, 1,
2
3, 3, "int", "int" },
"fet_cmd_t *",
"fet_i

_local _port _t

"scsi_task_t *",
"fct_i_renmote_port _t
"fct_cnd_t *",

"fet_i

_local _port _t

0

1

2, "scsi_task_t *",
3, "fct_i_renote_port _t
“fct_cmd_t *"

"fct_i_local _port_t *",

"scsi_task_t *",
"fct_i_renote_port_t *"

*n

"stnf_data_buf _t ,

"fet_cnd_t *",
fct_i_local _port_t *",
"scsi_task_t *",

1082 "fc _port_| info_t *" },
1083 { "fc", "fabric-lo gl n-end",
1084 "conninfo_t *'

1085 { "fc", "fabric-logi n-end",
1086 "fc_port _info_t *" },
1087 { "fc", "rport—logln start",
1088 "conninfo_t *" },

1089 { "fc", "rport-login-start"
1090 "fc_port_i nfo_t *" },
1091 { "fc ‘rport-login-start”,
1092 "fe port info_t *" },
1093 { "fc", "rport-login-start"
1094 { "fc", "rport-1|ogin-end",
1095 "conni nfo_t *" },

1096 { "fc", "rport-Ilogin-end",
1097 "fe port info_t *"
1098 { "fc" "rport-| ogin- end"
1099 "fe port info_t *" },
1100 { "fc", "rport-Iogin-end"
1101 { "fc", "rport-1login- end"
1102 { "fc" rport—logout—start
1103 connl nfo_t *" },

1104 { "fc", rport—logout start"
1105 "fc port info_t *" },
1106 { "fc" "rport-logout-start"
1107 "fe _port_| info_t *" },
1108 { "fc", "rport-logout-start"
1109 { "fc “rport-1Iogout-end"
1110 connl nfo_t *"

1111 { "fc" rport—logout end",
1112 "fo port info_t *" },
1113 { "fc", "rport-I|ogout- end”
1114 "fc _port_| info_t *"
1115 { "fc", rport—logout end"
1116 { "fc "scsi-comand", O,
1117 connl nfo_t *" },

1118 { "fc", "scsi- cor'rmand" 1,
1119 "fc_port_l nfo_t *" },
1120 { "fc 'scsi - command”, 2
1121 sc3|cmj ot "},

1122 { "fc", "scsi- cor'rmand" 3,
1123 "fc_port_l nfo_t *" },
1124 { "fc 'scsi-response”, 0
1125 conm nfo_t *"

1126 { "fc" SCS|-response , 1
1127 "fc_port_l nfo_t *" },
1128 { "fc", "scsi-response", 2,
1129 "scsicnd_t *" },

1130 { "fc", "scsi-response", 3,
1131 "fc_port_info_t *" },
1132 { "fc", "xfer-start", 0, O,
1133 "conninfo_t *" },

1134 { "fc", "xfer-start", 1, 1,
1135 "fc_port_i nfo_t *" },
1136 { "fc" "xfer-start", 2, 2,
1137 scsmmj to*" 3},

1138 { "fc", "xfer-start", 3, 3,
1139 "fc_port_l nfo_t *" },
1140 { "fc", "xfer-start", 4, 4,
1141 "fc_xferinfo_t *" },
1142 { "fc", "xfer-done", 0, O,
1143 "conninfo_t *" },

1144 { "fc", "xfer-done", 1, 1,
1145 "fc_port_info_t *" },
1146 { "fc", "xfer-done", 2, 2,
1147 "scsicnd_t *" },
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1148 { "fc", "xfer-done", 3, 3, "fct_i_remote_port_t *",

1149 "fc_port_info_t *" },

1150 { "fc", "xfer-done", 4, 4, "stnf_data_buf_t *",

1151 "fc_xferinfo_t *" },

1152 { "fc", "rscn-receive", 0, 0, "fct_i_local _port_t *",

1153 "conninfo_t *" },

1154 { "fc", "rscn-receive", 1, 1, "int", "int"},

1155 { "fc", "abts-receive", 0, 0, "fct_cmd_t *",

1156 "conninfo_t *" },

1157 { "fc", "abts-receive", 1, 1, "fct_i_local _port_t *",

1158 "fc_port_info_t *" },

1159 { "fc", "abts-receive", 2, 2, "fct_i_renmote_port_t *",

1160 "fc_port_info_t *" },

1163 { NULL }

1164 };

1166 /* ARGSUSED*/

1167 void

1168 sdt _getargdesc(void *arg, dtrace_id_t id, void *parg, dtrace_argdesc_t *desc)
1169 {

1170 sdt _probe_t *sdp = parg;

1171 int 1;

1173 desc->dtargd_native[0] = '\0;

1174 desc->dtargd_xlate[0] = '\0";

1176 for (i = 0; sdt_args[i].sda_provider != NULL; i++) {

1177 sdt_argdesc_t *a = &sdt_args[i];

1179 if (strcnp(sdp->sdp_provider->sdtp_nane, a->sda_provider) != 0)
1180 conti nue;

1182 if (a->sda_name != NULL &&

1183 strcnp(sdp->sdp_nane, a->sda_nane) != 0)

1184 conti nue;

1186 if (desc->dtargd_ndx != a->sda_ndx)

1187 cont i nue;

1189 if (a->sda_native !'= NULL)

1190 (void) strcpy(desc->dtargd_native, a->sda_native);
1192 if (a->sda_xlate !'= NULL)

1193 (void) strcpy(desc->dtargd_xlate, a->sda_xlate);
1195 desc- >dt ar gd_mappi ng = a- >sda_nappi ng;

1196 return;

1197 }

1199 desc->dt argd_ndx = DTRACE_ARGNONE;

1200 }
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124 int

125 sctp_listen(sctp_t *sctp)

126 {

127 sctp_tf_t *tf;

128 sctp_stack_t *sctps = sctp->sctp_sctps;

129 conn_t *connp = sctp->sctp_connp;

131 RUN_SCTP(sct p) ;

132 /*

133 * TCP handles listen() increasing the backlog, need to check
134 * if it should be handl ed here too

135 */

136 if (sctp->sctp_state > SCTPS_BOUND | |

137 (sctp->sctp_connp->conn_state_flags & CONN_CLCSING ) {
138 WAKE_SCTP( sct p) ;

139 return (El NVAL);

140 }

142 /* Do an anonynous bind for unbound socket doing listen(). */
143 if (sctp->sctp_nsaddrs == 0)

144 struct sockaddr_storage ss;

145 int ret;

147 bzero(&ss, sizeof (ss));

148 ss.ss_famly = connp->conn_famly;

150 WAKE_SCTP(sctp);

151 if ((ret = sctp_bind(sctp, (struct sockaddr *)&ss,
152 sizeof (ss))) !=0)

153 return (ret);

154 RUN_SCTP( sct p)

155 }

157 /* Cache things in the ixa w thout any refhold */

158 ASSERT( ! (connp- >conn_i xa- >i xa_f ree_flags & | XA_FREE_CRED));
159 connp->conn_i xa->i xa_cred = connp->conn_cr ed;

160 connp->conn_i xa->i xa_cpid = connp->conn_cpi d;

161 if (is_system.| abel ed())

162 connp- >conn_i xa->i xa_tsl = crgetl abel (connp->conn_cred);
164 sctp->sctp_state = SCTPS_LI STEN;

165 DTRACE_SCTP6( st ate__change, void, NULL, ip_xmit_attr_t *,
166 connp->conn_i xa, void, NULL, sctp_t *, sctp, void, NULL,
167 int32_t, SCTPS_BOUND);

168 #endif /* ! codereview */

169 (void) random get_pseudo_byt es(sctp->sctp_secret, SCTP_SECRET_LEN);
170 sctp->sctp_l ast_secret_update = ddi _get_| bol t 64();

171 bzero(sctp->sctp_ol d_secret, SCTP_SECRET_LEN);

173 I*

174 * |f there is an association limt, allocate and initialize
175 * the counter struct. Note that since |isten can be called
176 * nultiple tines, the struct may have been allready all ocated.
177 */

178 if (!list_is_enpty(&sctps->sctps_|istener_conf) &&

179 sctp->sctp_listen_cnt == NULL) {

180 sctp_listen_cnt_t *slc;

181 uint32_t ratio;
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183 ratio = sctp_find_|listener_conf(sctps,

184 nt ohs(connp- >conn_I| port));

185 if (ratio !=0)

186 uint32_t memratio, tot_buf;

188 slc = kmem al | oc(si zeof (sctp_listen_cnt_t), KM SLEEP);
189 /*

190 * Cal culate the connection limt based on

191 * the configured ratio and maxusers. Maxusers
192 * are cal cul ated based on nenory size,

193 * ~ 1 user per MB. Note that the conn_rcvbuf
194 * and conn_sndbuf may change after a

195 * connection is accepted. So what we have

196 * is only an approxination.

197 */

198 if ((tot_buf = connp->conn_rcvbuf +

199 connp->conn_sndbuf) < MB) {

200 memratio = MB/ tot_buf;

201 sl c->sl c_max = maxusers / ratio * nmemratio;
202 } else {

203 memratio = tot_buf / MB;

204 sl c->slc_max = naxusers / ratio / memratio;
205 }

206 /* At least we should allow some associations! */
207 if (slc->slc_max < sctp_m n_assoc_|istener)

208 sl c- >s| c_max = sctp_m n_assoc_|istener;
209 slc->slc_cnt = 1;

210 slc->slc_drop = O

211 sctp->sctp_listen_cnt = slc;

212 }

213 }

216 tf = &sctps->sctps_|listen_fanout[ SCTP_LI STEN HASH(

217 nt ohs(connp->conn_| port))];

218 sctp_listen_hash_insert(tf, sctp);

220 WAKE_SCTP(sctp);

221 return (0);

222 }

224 | *

225 * Bind the sctp_t to a sockaddr, which includes an address and ot her

226 * information, such as port or flow nf o.
*/

227

228 int

229 sctp_bind(sctp_t *sctp, struct sockaddr *sa, socklen_t |en)
230 {

231 int user _speci fi ed;

232 bool ean_t bi nd_to_req_port_only;

233 in_port_t requested_port;

234 in_port_t al | ocat ed_port;

235 int err = 0;

236 conn_t *connp = sctp->sctp_connp;

237 ui nt _t scope_i d;

238 sin_t *sin;

239 sin6_t *sineG;

241 ASSERT(sctp != NULL);

243 RUN_SCTP(sct p) ;

245 if ((sctp->sctp_state >= SCTPS_BOUND) | |

246 (sctp->sctp_connp->conn_state_flags & CONN_CLOSI NG
247 (sa == NULL || len == 0)) {

248 /*
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249
250
251
252
253
254

256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276

278
279
280
281
282
283
284
285
286
287
288
289
290
291
292

294
295
296

298
299
300
301
302
303
304
305
306
307
308
309 done:
310
311
312 }

314 /*

* Ml tiple binds not allowed for any SCTP socket
* Also binding with null address is not supported.
*
/
err = EINVAL;
goto done;

}

switch (sa->sa_family) {
case AF_| NET:
sin = (sin_t *)sa;
if (len < sizeof (struct sockaddr_in) ||
connp->conn_fam |y == AF_I NET6) {
err = EINVAL;
got o done;

request ed_port = ntohs(sin->sin_port);
br eak;
case AF_I NET6:
siné = (sin6_t *)sa;
if (len < sizeof (struct sockaddr_in6) ||
connp->conn_fam |y == AF_I NET) {
err = ElI NVAL;
got o done;

}
requested_port = ntohs(sin6->sin6_port);
/* Set the flow nfo. */
connp->conn_fl owi nfo =
sin6->sin6_fl ow nfo & ~I PV6_VERS_AND FLOW MASK;

scope_i d = sin6->sin6_scope_id;
if (scope_id !=0 &% IN6_I S_ADDR LI NKSCOPE( &si n6->si n6_addr)) {
connp- >conn_i xa- >i xa_fl ags | = | XAF_SCOPEI D_SET;
connp- >conn_i xa- >i xa_scopei d = scope_i d;
connp- >conn_i ncom ng_i fi ndex = scope_id;
} else {
connp- >conn_i xa- >i xa_fl ags & ~| XAF_SCOPEI D_SET;
connp- >conn_i ncom ng_i fi ndex = connp->conn_bound_i f;

br eak;
defaul t:

err = EAFNOSUPPORT;

goto done;
}
bind_to_req_port_only = requested_port == 0 ? B_FALSE : B _TRUE;
err = sctp_sel ect_port(sctp, & equested_port, &user_specified);
if (err 1= 0)

got o done;
if ((err = sctp_bind_add(sctp, sa, 1, B TRUE,

user _specified == 1 ? htons(requested_port) : 0)) !=0) {
got o done;

err = sctp_bindi(sctp, requested_port, bind_to_req_port_only,
user _specified, &allocated_port);
if (err 1= 0)
sctp_free_saddrs(sctp);
} else {
ASSERT( sct p->sct p_state == SCTPS_BOUND) ;

WAKE_SCTP(sctp);
return (err);
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315 * Perform bind/unbind operation of a list of addresses on a sctp_t
316 */

317 int

318 {sct p_bi ndx(sctp_t *sctp, const void *addrs, int addrcnt, int bindop)
319

320 ASSERT(sctp != NULL);

321 ASSERT(addrs != NULL);

322 ASSERT(addrcnt > 0);

324 swi tch (bindop) {

325 case SCTP_BI NDX_ADD ADDR:

326 return (sctp_bind_add(sctp, addrs, addrcnt, B_FALSE,
327 sct p- >sct p_connp->conn_| port));

328 case SCTP_BI NDX_REM ADDR:

329 return (sctp_bind_del (sctp, addrs, addrcnt, B_FALSE));
330 defaul t:

331 return (EINVAL);

332 }

333 }

335 /*

336 * Add a |list of addresses to a sctp_t.

337 */

338 int

339 sctp_bind_add(sctp_t *sctp, const void *addrs, uint32_t addrcnt,

340 bool ean_t caller_hold_l ock, in_port_t port)

341 {

342 int err = 0;

343 bool ean_t do_asconf = B_FALSE;

344 sctp_stack_t *sctps = sctp->sctp_sctps;

345 conn_t *connp = sctp->sctp_connp;

347 if (!caller_hold_|ock)

348 RUN_SCTP(sct p) ;

350 if (sctp->sctp_state > SCTPS_ESTABLI SHED | |

351 (sct p->sctp_connp->conn_state_flags & CONN_CLOSING)) {

352 if (!caller_hold_|lock)

353 WAKE_SCTP( sct p) ;

354 return (EINVAL);

355 }

357 if (sctp->sctp_state > SCTPS_LI STEN) {

358 /*

359 * Let’s do some checking here rather than undoing the
360 * add |later (for these reasons).

361 */

362 if (!sctps->sctps_addi p_enabled ||

363 I sct p- >sct p_under st ands_asconf ||

364 I sct p- >sct p_under st ands_addi p) {

365 if (!caller_hold_lock)

366 WAKE_SCTP(sct p) ;

367 return (EI NVAL);

368 }

369 do_asconf = B_TRUE;

370 }

371 I*

372 * On a clustered node, for an inaddr_any bind, we will pass the |ist
373 * of all the addresses in the global list, mnus any address on the
374 * | oopback interface, and expect the clustering sushsystemto give us
375 * the correct list for the "port’. For explicit binds we give the
376 * |ist of addresses and the clustering nodule validates it for the
377 * 'port’.

378 *

379 * On a non-clustered node, cl_sctp_check_addrs will be NULL and
380 * we proceed as usual .
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381 */

382 if (cl_sctp_check_addrs !'= NULL) {

383 uchar _t *addrlist = NULL;

384 size_t size = 0;

385 int unspec = O;

386 bool ean_t do_listen;

387 uchar _t *[1ist = NULL;

388 size_t I size = 0;

390 /*

391 * If we are adding addresses after |istening, but before
392 * an association is established, we need to update the
393 * clustering nodul e with this info.

394 */

395 do_listen = ! do_asconf && sctp->sctp_state > SCTPS_BOUND &&
396 cl _sctp_listen !'= NULL;

398 err = sctp_get_addrlist(sctp, addrs, &addrcnt, &addrli st,
399 &unspec, &size);

400 if (err 1=0) {

401 ASSERT(addrlist == NULL);

402 ASSERT( addrcnt == O),

403 ASSERT(si ze == 0);

404 if (!caller_hold_lock)

405 WAKE_SCTP(sct p);

406 SCTP_KSTAT(sct ps, sctp_cl_check_addrs);

407 return (err);

408 }

409 ASSERT(addrlist != NULL);

410 (*cl _sctp_check addrs)(connp >conn_fam |y, port, &addrlist,
411 si ze, &addrcnt, unspec == 1);

412 if (addrcnt == 0) {

413 /* We free the list */

414 kmem free(addrlist, size);

415 if (!caller_hold_lock)

416 VAKE_SCTP(sct p);

417 return (EI NVAL);

418 }

419 1f (do_listen) {

420 | size = sizeof (in6_addr_t) * addrcnt;

421 Ilist = kmem al | oc(Tsi ze, KM SLEEP);

422 }

423 err = sctp_valid_addr_list(sctp, addrlist, addrcnt, Ilist,
424 | size);

425 if (err == 0 && do_listen) {

426 (*cl _sctp_listen)(connp->conn_famly, Ilist,

427 addrcnt, connp->conn_| port);

428 /* list will be freed by the clustering nodule */
429 } elseif (err 1= 0 & Ilist !'= NULL)

430 kmem free(llist, |size);

431 }

432 /* free the list we allocated */

433 kmem free(addrlist, size);

434 } else {

435 err = sctp_valid_addr_list(sctp, addrs, addrcnt, NULL, 0);
436 }

437 if (err 1=0) {

438 if (!caller_hold_|ock)

439 WAKE_SCTP(sctp) ;

440 return (err);

441 1

442 /* Need to send ASCONF nessages */

443 if (do_asconf) {

444 err = sctp_add_i p(sctp, addrs, addrcnt);

445 if (err 1= 0)

446 sct p_del _saddr_list(sctp,

addrs, addrcnt, B_FALSE);

new usr/src/uts/comon/inet/sctp/sctp_bind.c

447 if (!caller_hold_lock)
448 WAKE_SCTP(sct p) ;
449 return (err);

450 }

451 }

452 if (!caller_hold_lock)

453 WAKE_SCTP(sct p) ;

454 return (0);

455 }

457 | *
458 * Renpve one or nore addresses bound to the sctp_t.
459 */

460 int

461 sctp_bind_del (sctp_t *sctp, const void *addrs, uint32_t addrcnt,
462 bool ean_t cal | er_hol d_I ock)

463 {

464 int error = 0;

465 bool ean_t do_asconf = B_FALSE;

466 uchar _t *ulist = NULL;

467 size_t usi ze = 0;

468 sctp_stack_t *sctps = sctp->sctp_sctps;

469 conn_t *connp = sctp->sctp_connp;

471 if (!caller_hold_|ock)

472 RUN_SCTP(sct p) ;

474 if (sctp->sctp_state > SCTPS_ESTABLI SHED | |

475 (sctp->sctp_connp->conn_state_flags & CONN_CLCSING ) {
476 if (!caller_hold_l ock)

477 WAKE_SCTP(sct p) ;

478 return (EINVAL);

479 }

480 /*

481 * Fail the renpve if we are beyond listen, but can’t send this
482 * to the peer.

483

484 if (sctp->sctp_state > SCTPS_LISTEN) {

485 if (!sctps->sctps_addi p_enabled ||

486 I sct p- >sct p_under st ands_asconf ||

487 I sct p- >sct p_under st ands_addi p) {

488 i f (!caller_hold_|ock)

489 WAKE_SCTP(sct p) ;

490 return (EINVAL);

491 }

492 do_asconf = B_TRUE;

493 }

495 /* Can’t delete the |ast address nor all of the addresses */
496 if (sctp->sctp_nsaddrs == 1 || addrcnt >= sctp->sctp_nsaddrs) {
497 if (!caller_hold_|lock)

498 WAKE_SCTP( sct p) ;

499 return (EINVAL);

500 }

502 if (cl_sctp_unlisten != NULL && !do_asconf &&

503 sct p->sctp_state > SCTPS_BOUND) {

504 usi ze = sizeof (in6_addr_t) * addrcnt;

505 ulist = knem al | oc(usi ze, KM SLEEP);

506 }

508 error = sctp_del _ip(sctp, addrs, addrcnt, ulist, usize);
509 if (error 1= 0)

510 if (ulist !'= NULL)

511 kmem free(ulist, usize);

512 if (!caller_hold_lock)
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{

WAKE_SCTP(sct p) ;
return (error);

}
/* ulist will be non-NULL only if cl_sctp_unlisten is non-NULL */
if (ulist !'= NULL)
ASSERT(cl _sctp_unlisten != NULL);
(*cl _sctp_unlisten)(connp->conn_fanmly, ulist, addrcnt,
connp->conn_| port);
/* ulist will be freed by the clustering nodule */

}

if (!caller_hold_lock)
WAKE_SCTP(sct p);

return (error);

*
* Returns O for success, errno val ue otherw se.
*
* |f the "bind_to_req_port_only" paranmeter is set and the requested port
* nunber is available, then set allocated_port to it. If not available,
* return an error.
*
* If the "bind_to_req_port_only" paranmeter is not set and the requested port
* nunber is available, then set allocated_port to it. |If not available,
* find the first anonynous port we can and set allocated_port to that. If no
* anonynous ports are available, return an error.
*
* In either case, when succeedi ng, update the sctp_t to record the port nunber
* and insert it in the bind hash table.
*/
nt
ctp_bindi(sctp_t *sctp, in_port_t port, boolean_t bind_to_req_port_only,
int user_specified, in_port_t *allocated_port)

/* nunber of times we have run around the |oop */
int count = O;
/* maxi num nunber of times to run around the |oop */

int | oopnex;
sctp_stack_t *sctps = sctp->sctp_sctps;
conn_t *connp = sctp->sctp_connp;

zone_:t *zone = crgetzone(connp->conn_cred);
zonei d_t zoneid = connp->conn_zonei d;

/*
* Lookup for free addresses is done in a |oop and "I oopmax"
* influences how long we spin in the |oop

*/

if (bind_to_req_port_only) {
/*
* |f the requested port is busy, don't bother to | ook
* for a new one. Setting | oop maxi mumcount to 1 has
* that effect.
*
| oopmax = 1;

} else {
/*
* |f the requested port is busy, look for a free one
* in the anonynous port range.
* Set | oopmax appropriately so that one does not | ook
* forever in the case all of the anonynpus ports are in use.
*/
| oopmax = (sctps->sctps_| argest_anon_port -

sct ps- >sct ps_snal | est _anon_port + 1);
}
do {

uint 16_t | port;
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sctp_tf_t *t bf;
sctp_t *| sctp;
int addr cnp;

I port = htons(port);

/*
* Ensure that the sctp_t is not currently in the bind hash.
* Hold the lock on the hash bucket to ensure that
* the duplicate check plus the insertion is an atom c
* operation.
*
* This function does an inline | ookup on the bind hash Iist
* Make sure that we access only nenbers of sctp_t
* and that we don’t |ook at sctp_sctp, since we are not
* doing a SCTPB_REFHOLD. For nore details please see the notes
* in sctp_conpress()
*
/

sct p_bi nd_hash_r enpve(sctp);
t bf = &sct ps->sctps_bi nd_f anout [ SCTP_BI ND_HASH( port)];
mut ex_ent er (& bf->tf_| ock);
for (I'sctp = tbf->tf_sctp; Isctp !'= NULL;
Isctp = I sctp->sctp_bind_hash)
conn_t *Ilconnp = |sctp->sctp_connp;

if (lport !'=1connp->conn_|port ||
| sct p- >sctp_state < SCTPS_BOUND)
continue;

* On a | abeled system we nust treat bindings to ports
* on shared | P addresses by sockets with MAC exenption
* privilege as being in all zones, as there's
* otherwise no way to identify the right receiver.
*
/

if (lconnp->conn_zoneid != zoneid &&

| connp- >conn_nmac_node == CONN_MAC DEFAULT &&

connp- >conn_nac_node == CONN_MAC_DEFAULT)

conti nue;

addrcnp = sctp_conpare_saddrs(sctp, |sctp);
if (addrcnp !'= SCTP_ADDR DI SJO NT) {
if (!connp->conn_reuseaddr) {
/* in use */
br eak;
} else if (Isctp->sctp_state == SCTPS_BOUND | |
| sctp->sctp_state == SCTPS_LI STEN) {
/*

socket option SO REUSEADDR is set
on the binding sctp_t.

We have found a match of |P source
address and source port, which is
refused regardl ess of the

* SO _REUSEADDR setting, so we break.
*/

br eak;

* ok Ok kX %

}

}
1f (Isctp !'= NULL) {
/* The port nunber is busy */
nut ex_exi t (& bf->tf_| ock);
} else {
if (is_systemlabeled()) {
m p_type_t addrtype, mlptype;
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645 uint_t ipversion; 711 * bound to prevent others fromgetting the port
712 * nunber.

647 /* 713 */

648 * On a | abel ed system we nust check the type 714 sctp->sctp_state = SCTPS_BOUND;,

649 * of the binding requested by the user (either 715 DTRACE_SCTP6( st at e__change, void, NULL,

650 * MLP or SLP on shared and private addresses), 716 ip_xmt_attr_t *, connp->conn_ixa, void, NULL,

651 * and that the user’s requested binding 717 scpt_t *, sctp, void, NULL,

652 * is permtted. 718 int32_t, SCTPS_|IDLE);

653 */ 719 #endif /* | codereview */

654 if (connp->conn_fam|ly == AF_I NET) 720 connp->conn_| port = | port;

655 I pversion = | PV4A_VERSI ON;

656 el se 722 ASSERT( &sct ps->sct ps_bi nd_f anout [

657 i pversion = | PV6_VERSI ON; 723 SCTP_BI ND_HASH(port)] == thf);
724 sct p_bi nd_hash_i nsert (tbf, sctp, 1);

659 addrtype = tsol _nl p_addr _type(

660 connp->conn_al | zones ? ALL_ZONES : 726 nut ex_exi t (& bf->tf_| ock);

661 zone->zone_i d,

662 i pversion, 728 [

663 connp->conn_fam |y == AF_I NET ? 729 * W& don’t want sctp_next_port_to_try to "inherit"

664 (void *)&sct p->sct p_i pha->i pha_src : 730 * a port nunber supplied by the user in a bind.

665 (void *)&sctp->sctp_i p6h->i p6_src, 731 *

666 sct ps- >sct ps_net st ack- >net st ack_i p) ; 732 * This is the only place where sctp_next_port_to_try
733 * is updated. After the update, it may or may not

668 /* 734 * be in the valid range.

669 * tsol _m p_addr_type returns the possibilities 735 *

670 * for the selected address. Since all |ocal 736 if (user_specified == 0)

671 * addresses are either private or shared, the 737 sct ps->sctps_next _port_to_try = port + 1;

672 * return value nl ptSingle neans "l ocal address

673 */ not valid (interface not present)." 739 *al | ocated_port = port;

674 *

675 if (addrtype == m ptSingle) { 741 return (0);

676 mut ex_exi t (& bf->tf _| ock); 742 }

677 return (EADDRNOTAVAIL);

678 } 744 if ((count == 0) && (user_specified)) {

679 m ptype = tsol _m p_port_type(zone, |PPROTO SCTP, 745 /*

680 port, addrtype); 746 * W nmay have to return an anonynous port. So

681 if (mMptype != nmptSingle) { 747 * get one to start with.

682 if (secpolicy_net_bindnl p(connp-> 748 */

683 conn_cred) !=0) { 749 port = sctp_update_next_port(

684 mut ex_exit (& bf ->tf_| ock); 750 sct ps->sct ps_next _port_to_try,

685 return (EACCES); 751 zone, sctps);

686 } 752 user _specified = 0;

687 /* 753 } else {

688 * If we're binding a shared MLP, then 754 port = sctp_update_next_port(port + 1, zone, sctps);

689 * make sure that this zone is the one 755

690 * that owns that M.P. Shared M.Ps can 756 if (port == 0)

691 * be owned by at npbst one zone. 757 br eak;

692 *

693 * No need to handl e exclusive-stack 759 /*

694 * zones since ALL_ZONES only applies 760 * Don't let this loop run forever in the case where

695 * to the shared stack. 761 * all of the anonynous ports are in use.

696 */ 762 *
763 } while (++count < | oopmax);

698 if (mptype == nlptShared &&

699 addrtype == ml pt Shared && 765 return (bind_to_reqg_port_only ? EADDRI NUSE : EADDRNOTAVAIL);

700 connp- >conn_zoneid != 766 }

701 tsol _m p_findzone(l PPROTO_SCTP,

702 Iport)) { 768 [ *

703 nut ex_exi t (& bf->tf_| ock); 769 * Don't let port fall into the privileged range.

704 return (EACCES); 770 * Since the extra privileged ports can be arbitrary we al so

705 } 771 * ensure that we exclude those from consideration.

706 connp->conn_mnl p_type = ni ptype; 772 * sctp_g_epriv_ports is not sorted thus we | oop over it until

707 } 773 * there are no changes.

708 } 774+

709 I * 775 * Note: No |locks are held when inspecting sctp_g_*epriv_ports

710 * This port is ours. Insert in fanout and mark as 776 * but instead the code relies on:
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777 * - the fact that the address of the array and its size never changes
778 * - the atomic assignnent of the elenents of the array

779 */

780 in_port_t

781 sctp_update_next_port(in_port_t port, zone_t *zone, sctp_stack_t *sctps)

782 {

783 int i;

784 bool ean_t restart = B_FALSE;

786 retry:

787 if (port < sctps->sctps_snmallest_anon_port)

788 port = sctps->sctps_snall est_anon_port;

790 if (port > sctps->sctps_|argest_anon_port) {

791 if (restart)

792 return (0);

793 restart = B_TRUE;

794 port = sctps->sctps_snall est_anon_port;

795 1

797 if (port < sctps->sctps_smallest_nonpriv_port)

798 port = sctps->sctps_snallest_nonpriv_port;

800 for (i = 0; i < sctps->sctps_g_numepriv_ports; i++) {
801 if (port == sctps->sctps_g_epriv_ports[i]) {
802 port ++;

803 /*

804 * Make sure whether the port is in the
805 * valid range.

806 *

807 * XXX Note that if sctp_g_epriv_ports contains
808 * all the anonynous ports this wll be an
809 * infinite |oop.

810 */

811 goto retry;

812 }

813 }

815 if (is_systeml|abeled() &&

816 (i = tsol _next_port(zone, port, |IPPROTO SCTP, B TRUE)) != 0)
817 port =i;

818 goto retry;

819 }

821 return (port);

822 }

11
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__unchanged_portion_onitted_

954 void
955 sctp_fast_rexmt(sctp_t *sctp)
956 {
957 bl k_t *np, *head;
958 int pktlen = 0;
959 sctp_faddr_t *fp = NULL;
960 sctp_stack_t *sctps = sctp->sctp_sctps;
962 ASSERT(sctp >sctp_xmt_head !'= NULL);
963 mp = sctp_find_fast_rexmt_nbl ks(sctp, &ktlen, &fp);
964 if (nmp == NULL)
965 SCTP_KSTAT(sct ps, sctp_fr_not_found);
966 return;
967 }
968 1f ((head = sctp_add_proto_hdr(sctp, fp, np, 0, NULL)) == NULL) {
969 freensg(np);
970 SCTP. KSTAT(sct ps, sctp_fr_add_hdr);
971 return;
972 }
973 if ((pktlen > fp->sf_pnmss) && fp->sf_isv4) {
974 ipha_t *iph = (ipha_t *)head->b_rptr;
976 i ph->i pha_fragnent _of fset_and_fl ags = 0;
977 }
979 sctp_set_iplen(sctp, head, fp->sf_ixa);
981 DTRACE_SCTP5(send, mblk_t *, NULL, ip_xmt_attr_t *, fp->sf_ixa,
982 void_ip_t *, np->b_ rptr sctp_t *, sctp, sctp_hdr_t *,
983 &rrp>brptr[fp >sf _i xa->i xa_i p_hdr_l ength]);
985 #endif /* ! codereview */
986 (voi d) conn_i p_out put (head, fp->sf_ixa);
987 BUMP_LOCAL( sct p- >sct p_opkts);
988 sctp->sctp_active = fp->sf_lastactive = ddi _get_| bol t64();
989 }
991 void
992 {sct p_out put (sctp_t *sctp, uint_t num pkt)
993
994 bl k_t *np = NULL;
995 nbl k_t *nnp;
996 bl k_t *head;
997 bl k_t *meta = sctp->sctp_xmt_tail;
998 nbl k_t *fill = NULL;
999 uint16_t chunkl en;
1000 ui nt 32_t cansend;
1001 int32_t segl en;
1002 int32_t xtral en;
1003 int32_t sackl en;
1004 int32_t pad = 0;
1005 int32_t pat hmax;
1006 int extra;
1007 int64_t now = LBOLT_FASTPATH64;
1008 sctp_faddr_t *fp;
1009 sctp_faddr_t *1 fp;
1010 sctp_data_hdr _t *sdc;
1011 int error;

1012 bool ean_t notsent = B_TRUE;
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1013 sctp_stack_t *sctps = sctp->sctp_sctps;
1014 ui nt 32_t tsn;

1016 if (sctp->sctp_ftsn == sctp->sctp_|lastacked + 1) {
1017 sackl en = 0;

1018 } else {

1019 /* send a SACK chunk */

1020 sackl en = sizeof (sctp_chunk_hdr_t) +

1021 si zeof (sctp_sack_chunk_t) +

1022 (SI zeof (sctp_sack_frag_t) * sctp->sctp_sack_gaps);
1023 | fp = sctp->sctp_| astdata;

1024 ASSERT(l fp !'= NULL);

1025 if (Ifp->sf state'—SCTP FADDRS_ALI VE)
1026 | fp = sctp->sctp_current;

1027 }

1029 cansend = sctp->sctp_frwnd;

1030 if (sctp->sctp_unsent < cansend)

1031 cansend = sct p->sctp_unsent;

1033 I

1034 * Start persist timer if unable to send or when
1035 * trying to send into a zero wi ndow. This tinmer
1036 * ensures the blocked send attenpt is retried.
1037 *

1038 if ((cansend < sctp->sctp_current->sf_pnmss / 2) &&
1039 (sctp->sctp_unacked = 0) &&

1040 (sct p->sctp_unacked < sctp->sctp_current->sf_pnss) &&
1041 I'sct p->sctp_ndel ay ||

1042 (cansend == 0 && sctp->sctp_unacked == 0 &&
1043 sctp->sctp_unsent != 0))

1044 head = NULL;

1045 fp = sctp->sctp_current;

1046 got o unsent _dat a;

1047 1

1048 if (meta !'= NULL)

1049 mp = neta->b_cont;

1050 while (cansend > 0 & numpkt-- != 0) {

1051 pad = 0;

1053 /*

1054 * Find first segnent eligible for transmt.
1055 */

1056 while (np !'= NULL) {

1057 i f (SCTP_CHUNK_CANSEND( np) )

1058 br eak;

1059 np = np- >b_next;

1060 }

1061 if (nmp == NULL) {

1062 neta = sctp_get_nsg_to_send(sctp, &np,
1063 nmeta == NULL ? NULL : neta->b_next, &error,
1064 cansend, NULL);

1065 if (error =0 || meta == NULL) {
1066 head = NULL;

1067 fp = sctp->sctp_current;
1068 got 0 unsent _dat a;

1069

1070 sctp->sctp_xmt_tail = neta;

1071 }

1073 sdc = (sctp_data_hdr_t *)np->b_rptr;

1074 segl en = ntohs(sdc->sdh_I en);

1075 xtralen = sizeof (*sdc);

1076 chunkl en = seglen - xtralen;

1078 /*

sackl en,
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1079
1080
1081
1082
1083
1084
1085
1086
1087
1088
1089

1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101

1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133
1134
1135
1136
1137
1138
1139
1140
1141
1142
1143
1144

* Check rwnd.
=

if (chunklen > cansend) {
head = NULL;
fp = SCTP_CHUNK_DEST( et a) ;
if (fp == NULL || fp->sf_state != SCTP_FADDRS_ALI VE)
fp = sctp->sctp_current;
goto unsent _dat a;

1f ((extra = seglen & (SCTP_ALIGN - 1)) != 0)
extra = SCTP_ALICGN - extra
*

* Pick destination address, and check cwnd.
*/

if (sacklen > 0 & (seglen + extra <= |fp->sf_cwnd -
| f p->sf_suna) &&
(seglen + sacklen + extra <= | fp->sf_pnss)) {
/*

* Only include SACK chunk if it can be bundl ed
* with a data chunk, and sent to sctp_| astdata.
*

/
pat hmax = | fp->sf_cwnd - |fp->sf_suna;
fp=1fp;

f p;
if ((nnp = dupnmsg(np)) == NULL) {
head = NULL;
got o unsent _dat a;

}

SCTP_CHUNK_CLEAR_FLAGS( nnp) ;

head = sctp_add_proto_hdr(sctp, fp, nnp, sacklen,
&error);

if (head/ == NULL) {

*

* |f none of the source addresses are
avail able (i.e error == EHOSTUNREACH),
pretend we have sent the data. W will
eventual ly time out trying to retransmt
the data if the interface never comes up.
If we have already sent sonme stuff (i.e.,
notsent is B FALSE) then we are fine, else
just mark this packet as sent.

/

* ok kb k ok * ok

if (notsent &% error == EHOSTUNREACH) {
SCTP_CHUNK_SENT(sctp, np, sdc,
fp, chunklen, neta);

}

freensg(nnp);

SCTP_KSTAT(sct ps, sctp_output_failed);
goto unsent _dat a;

segl en += sackl en;
xtral en += sackl en;
sacklen = 0;
} else {
fp = SCTP_CHUNK_DEST( net a) ;
if (fp == NULL || fp->sf_state != SCTP_FADDRS ALl VE)
’ fp = sctp->sctp_current;
*
* |If we haven’'t sent data to this destination for
* a while, do slow start again.
*
/
if (now - fp->sf_lastactive > fp->sf_rto) {
SET_CWND(f p, fp->sf_pnss,
sctps->sctps_slow start_after_idle);
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1146
1147
1148
1149
1150
1151
1152
1153
1154
1155
1156
1157
1158
1159
1160
1161
1162
1163
1164
1165
1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180
1181

1183
1184
1185
1186
1187
1188
1189
1190
1191
1192
1193
1194
1195
1196
1197
1198
1199
1200
1201
1202
1203
1204
1205
1206
1207
1208
1209
1210

pat hmax = fp->sf_cwnd - fp->sf_suna;
if (seglen + extra > pathmax) {
head = NULL;
goto unsent _dat a;

if ((nmp = dupmsg(np)) == NULL) {
head = NULL;
goto unsent _dat a;

SCTP_CHUNK_CLEAR FLAGS(nnp) ;
head = sctp_add_proto_hdr(sctp, fp, nnp, 0, &error);
if (head == NULL)

/*

* |f none of the source addresses are
* available (i.e error == EHOSTUNREACH),
* pretend we have sent the data. W will
* eventually tine out trying to retramsmt
* the data if the interface never comes up.
* |f we have already sent sone stuff (i.e.,
* notsent is B_FALSE) then we are fine, else
* just mark this packet as sent.
*

/

if (notsent &% error == EHOSTUNREACH) ({
SCTP_CHUNK_SENT(sctp, np, sdc,
fp, chunklen, neta);

}

freensg(nnp);

SCTP_KSTAT(sctps, sctp_output_failed);
goto unsent _dat a;

}

fp->sf_|astacti ve = now,
if (pathmax > fp->sf_pnss)

pat hmax = fp->sf_pnss;
SCTP_CHUNK_SENT(sctp, np, sdc, fp, chunklen, neta);
nmp = np->b_next;

/*

* Use this chunk to neasure RTT?

* Must not be a retransm sion of an earlier chunk,
* ensure the tsn is current.

*/

tsn = ntohl (sdc->sdh_tsn);

if (sctp->sctp_out_tine == 0 & tsn == (sctp->sctp_ltsn - 1)) {
sctp->sctp_out_tine = now
sctp->sctp_rtt_tsn = tsn;

}
1f (extra > 0) {
fill = sctp_get_padding(sctp, extra);
if (fill = NULL
l'i nkb(head, fill);
pad = extra;
seglen += extra;
} else {
got 0 unsent _dat a;
}
}
/*
* Bundl e chunks. We linkb() the chunks together to send
* downstreamin a single packet.
* Partial chunks MJUST NOT be bundled with full chunks, so we
* rely on sctp_get_nsg_to_send() to only return nessages that
*will fit entirely in the current packet.
*
/

while (seglen < pathnax) {
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1211 int32_t new_| en; 1277 i ph->i pha_fragnent _of fset_and_flags = 0;
1212 int32_t new_xtral en; 1278
1279 /* xmit segnent */
1214 whi | e (np 1= NULL) { 1280 ASSERT(cansend >= seglen - pad - xtralen);
1215 f ( SCTP_CHUNK_CANSEND( np) ) 1281 cansend -= (seglen - pad - xtralen);
1216 br eak; 1282 dprint(2, ("sctp_output: Sending packet %l bytes, tsn % "
1217 nmp = np- >b_next; 1283 "ssn %l to % (rwnd %, cansend %l, |astack_rxd %)\n",
1218 } 1284 seglen - xtralen, nt ohi (sdc->sdh tsn)
1219 if (mp == NULL) { 1285 nt ohs(sdc- >sdh_ssn), (void *)fp, sctp->sctp_frwnd,
1220 meta = sctp_get_nsg_to_send(sctp, &np, 1286 cansend, sctp->sct p_l astack_rxd));
1221 met a- >b_next, &error, seglen, 1287 sctp_set_iplen(sctp, head, fp->sf_i xa);
1222 (seglen - xtralen) >= cansend ? O :
1223 cansend - seglen, fp); 1289 DTRACE SCTPS(send nbl k_t *, NULL, ip_xmt_attr_t *, fp->sf_ixa,
1224 if (error !'=0) 1290 void_ip_t *, head->b _rptr, sctp_t *, sctp, sctp_hdr_t *,
1225 br eak; 1291 &head->b_rptr[fp->sf_ixa->i xa_i p_hdr_l ength]);
1226 /* 1f no nore eligible chunks, cease bundling */
1227 if (meta == NULL) 1293 #endif /* ! codereview */
1228 br eak; 1294 (voi d) conn_i p_out put (head, fp->sf_ixa);
1229 sctp->sctp_xmt_tail = neta; 1295 BUWMP_LOCAL( sct p- >sct p_opkts) ;
1230 } 1296 /* armrto tinmer (if not set) */
1231 ASSERT(np != NULL); 1297 if (!fp->sf_tiner_running)
1232 if (!SCTP_CHUNK ISSENT( np) && SCTP_CHUNK_DEST(neta) && 1298 SCTP_FADDR Tl MER_RESTART(sctp, fp, fp->sf _rto);
1233 fp = SCTP_CHUNK DEST(neta)) { 1299 notsent = B FALSE;
1234 br eak; 1300 }
1235 } 1301 sctp->sctp_active = now,
1236 sdc = (sctp_data_hdr_t *)nmp->b_rptr; 1302 return;
1237 chunkl en = nt ohs(sdc->sdh_I en); 1303 unsent _dat a:
1238 if ((extra = chunklen &(SCTPALIGN 1)) 1= 0) 1304 /* arm persist tinmer (|f rto tinmer not set) */
1239 extra = SCTP_ALIGN - extra; 1305 if (!fp->sf_tiner_running)
1306 SCTP_FADDR_TI NER _ RESTART(sctp, fp, fp->sf_rto);
1241 new_| en = seglen + chunkl en; 1307 if (head != NULL)
1242 new xtralen = xtralen + sizeof (*sdc); 1308 freensg(head);
1243 chunkl en -= sizeof (*sdc); 1309 }
1245 if (new_len - new xtralen > cansend || 1311 /*
1246 new_| en + extra > pathmax) { 1312 * The following two functions initialize and destroy the cache
1247 br eak; 1313 * associated with the sets used for PR SCTP.
1248 } 1314 */
1249 if ((nmp = dupmsg(np)) == NULL) 1315 void
1250 br eak; 1316 sctp_ftsn_sets_init(void)
1251 if (extra > 0) { 1317 {
1252 fill = sctp_get_padding(sctp, extra); 1318 sctp_kmem ftsn_set _cache = kmem cache_create("sctp_ftsn_set_cache"
1253 if (fill = NULL) { 1319 sizeof (sctp_ftsn_set_t), 0, NULL, NULL, NULL, NULL,
1254 pad += extra; 1320 NULL, 0);
1255 new_| en += extra; 1321 }
1256 linkb(nmp, fill);
1257 } else { 1323 voi d
1258 freenmsg(nnp); 1324 sctp_ftsn_sets_fini(void)
1259 br eak; 1325 {
1260 } 1326 kmem cache_destroy(sctp_kmem ftsn_set_cache);
1261 } 1327 }
1262 segl en = new_| en;
1263 xtral en = new xtral en;
1264 SCTP_CHUNK_CLEAR_FLAGS( nnp) ; 1330 /* Free PR-SCTP sets */
1265 SCTP_CHUNK_SENT(sctp, np, sdc, fp, chunklen, neta); 1331 void
1266 I'i nkb(head, nnp); 1332 sctp_free_ftsn_set(sctp_ftsn_set_t *s)
1267 np = np->b_next; 1333 {
1268 } 1334 sctp_ftsn_set_t *p;
1269 if ((seglen > fp->sf_pnss) && fp->sf_isv4d) {
1270 i pha_t *iph = (ipha_t *)head->b_rptr; 1336 while (s !'= NULL) {
1337 p = s->next;
1272 e 1338 s->next = NULL;
1273 * Path MU is different fromwhat we thought it would 1339 knmem cache_free(sctp_kmem ftsn_set_cache, s);
1274 * be when we created chunks, or |P headers have grown. 1340 s = p;
1275 * Need to clear the DF bit. 1341 }
1276 */ 1342 }
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1350
1351
1352 */
1353 bool ean_t

1354 sctp_add_ftsn _set(sctp_ftsn_set_t **s, sctp_faddr_t *fp, nblk_t *neta,

the size does not exceed fp->sf_pnmss. W return false in case
or an error.

1344 | *
1345 * G ven a nessage nmeta block, nmeta, this routine creates or nodifies
1346 * the set that will be used to generate a Forward TSN chunk. If the
1347 * entry for streamid, sid, for this nessage already exists, the
1348 * sequence nunber, ssn, is updated if it is greater than the existing
1349 * one. If an entry for this sid does not exist, one is created if

*

*

1355 uint_t *nsets, uint32_t *slen)

1356 {

1357 sctp_ftsn_set_t *p;

1358 sctp_nmsg_hdr _t *meg_hdr = (sctp_msg_hdr_t *)nmeta->b_rptr;
1359 ui nt16_t sid = ht ons(rTBg hdr->snh_si d) ;

1360 /* nmeg_hdr->smh_ssn is already in NBO */

1361 uint16_t ssn = nmsg_hdr->snh_ssn;

1363 ASSERT(s != NULL && nsets != NULL);

1364 ASSERT((*nsets == 0 && *s == NULL) || (*nsets > 0 && *s != NULL));
1366 if (*s == NULL)

1367 ASSERT(( slen + sizeof (uint32_t)) <= fp->sf_pnss);
1368 *s = kmem cache_al | oc(sct p_knmem ftsn_set _cache, KM NOSLEEP);
1369 if (*s == NULL)

1370 return (B_FALSE);

1371 (*s)->ftsn_entries.ftsn_sid = sid;

1372 (*s)->ftsn_entries.ftsn_ssn = ssn;

1373 (*s)->next = NULL;

1374 *nsets = 1;

1375 *slen += sizeof (uint32_t);

1376 return (B_TRUE);

1377 1

1378 for (p = *s; p->next != NULL; p = p->next) {

1379 if (p->ftsn_entries.ftsn_sid == sid) {

1380 if (SSN_GT(ssn, p->ftsn_entries.ftsn_ssn))
1381 p->ftsn_entries.ftsn_ssn = ssn;
1382 return (B_TRUE);

1383 }

1384 }

1385 /* the |ast one */

1386 if (p->ftsn_entries.ftsn_sid == sid) {

1387 if (SSN_GI(ssn, p->ftsn_entries.ftsn_ssn))

1388 p->ftsn_entries.ftsn_ssn = ssn;

1389 } else {

1390 if ((*slen + sizeof (uint32_t)) > fp->sf_pnss)
1391 return (B_FALSE);

1392 p->next = kmem cache_al | oc(sct p_kmem ftsn_set _cache,
1393 KM_NGSLEEP) ;

1394 if (p->next == NULL)

1395 return (B_FALSE);

1396 p = p->next;

1397 p->ftsn_entries.ftsn_sid = sid;

1398 p->ftsn_entries.ftsn_ssn = ssn;

1399 p->next = NULL;

1400 (*nsets) ++;

1401 *slen += sizeof (uint32_t);

1402 }

1403 return (B_TRUE);

1404 }

1406 /*

1407 * Gven a set of streamid - sequence nunber pairs, this routing creates
1408 * a Forward TSN chunk. The cunul ati ve TSN (advanced peer ack point)
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1409 * for the chunk is obtained from sctp->sctp_adv_pap. The caller

1410 * will add the | P/ SCTP header.

1411 */

1412 bl k_t *

1413 sctp_make_ftsn _chunk(sctp_t *sctp, sctp_faddr_t *fp, sctp_ftsn_set_t *sets,
1414 uint_t nsets, uint32_t seglen)

1415 {

1416 bl k_t *ftsn_np;

1417 sctp_chunk_hdr _t *ch_hdr;

1418 ui nt 32_t *advt sn;

1419 uint16_t schl en;

1420 size_t xtral en;

1421 ftsn_entry_t *ftsn_entry;

1422 sctp_stack_t *sctps = sctp->sctp_sctps;

1424 segl en += sizeof (sctp_chunk_hdr_t);

1425 if (fp->sf_isv4)

1426 xtralen = sctp->sctp_hdr_|len + sctps->sctps_woff_xtra;
1427 el se

1428 xtralen = sctp->sctp_hdr6_|l en + sctps->sctps_w off_xtra;
1429 ftsn_np = allocb(xtralen + seglen, BPRI _MED);

1430 if (ftsn_nmp == NULL)

1431 return (NULL);

1432 ftsn_np->b_rptr += xtralen;

1433 ftsn_np->b_wptr = ftsn_nmp->b_rptr + seglen;

1435 ch_hdr = (sctp_chunk_hdr_t *)ftsn_ np- >b_rptr;

1436 ch_| hdr->sch id= CHUNK FORWARD_TSN;

1437 ch_hdr->sch_flags = 0;

1438 /*

1439 * The cast here should not be an issue since seglen is
1440 * the length of the Forward TSN chunk.

1441 */

1442 schlen = (uint16_t)seglen;

1443 Ul6_TO ABE16(schl en, &(ch_hdr->sch_len));

1445 advtsn = (uint32_t *)(ch_hdr + 1);

1446 U32_TO ABE32(sct p- >sct p_adv_pap, advtsn);

1447 ftsn_entry = (ftsn_entry_t *)(advtsn + 1);

1448 while (nsets > 0) {

1449 ASSERT( (uchar _t *)& tsn_entry[1] <= ftsn_np->b_wptr);
1450 ftsn_entry->ftsn_sid = sets->ftsn_entries.ftsn_sid;
1451 ftsn_entry->ftsn_ssn = sets->ftsn_entries.ftsn_ssn;
1452 ftsn_entry++;

1453 sets = sets->next;

1454 nsets--;

1455 }

1456 return (ftsn_np);

1457 }

1459 /*

1460 * Gven a starting nessage, the routine steps through all the

1461 * nmessages whose TSN is | ess than sctp->sctp_adv_pap and creates
1462 * ftsn sets. The ftsn sets is then used to create an Forward TSN
1463 * chunk. Al the nmessages, that have chunks that are included in the
1464 * ftsn sets, are flagged abandonded. If a nessage is partially sent
1465 * and is deened abandoned, all renmining unsent chunks are marked
1466 * abandoned and are deducted from sctp_unsent.

1467 */

1468 voi d

1469 sctp_make_ftsns(sctp_t *sctp, nblk_t *neta, nblk_t *np, nmblk_t **nnp,
1470 sctp_faddr_t *fp, uint32_t *seglen)

1471 {

1472 mbl k_t *npl = np;

1473 bl k_t *np_head = np;

1474 bl k_t *met a_head = neta;
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1475
1476
1477
1478
1479
1480
1481
1482
1483
1484

1486

1488
1489
1490
1491
1492
1493
1494
1495
1496
1497
1498
1499
1500
1501
1502
1503
1504
1505
1506
1507
1508
1509
1510
1511
1512
1513
1514
1515
1516
1517
1518
1519
1520
1521
1522
1523
1524
1525
1526
1527
1528
1529
1530
1531
1532
1533
1534
1535
1536
1537
1538
1539
1540

bl k_t *head;

sctp_ftsn_set_t *sets = NULL;

ui nt _t nsets = 0;

uint16_t cl en;

sctp_data_hdr_t *sdc;

ui nt 32_t sackl en;

ui nt 32_t adv_pap = sctp->sctp_adv_pap;
ui nt 32_t unsent = 0;

bool ean_t ubi t;

sctp_stack_t *sctps = sctp->sctp_sctps;

*segl en = sizeof (uint32_t);

sdc = (sctp_data_hdr_t *)npl->b_rptr;
while (neta !'= NULL &&
SEQ GEQ(sct p- >sct p_adv_pap, ntohl (sdc->sdh_tsn))) {
/*

* Skip adding FTSN sets for un-ordered nessages as they do

* not have SSNs.

*/

ubit = SCTP_DATA _GET_UBI T(sdc);

if (lubit &&

Isctp_add_ftsn_set(&sets, fp, nmeta, &nsets, seglen)) {

meta = NULL;
sct p->sctp_adv_pap = adv_pap;
goto ftsn_done;

}

while (nmpl !'= NULL && SCTP_CHUNK_I SSENT(npl)) {
sdc = (sctp_data_hdr_t *)npl->b_rptr;

adv_pap = ntohl (sdc->sdh_tsn);
mpl = nmpl->b_next;

meta = neta->b_next;
if (meta !'= NULL) {
nmpl = meta->b_cont;
if (!SCTP_CHUNK | SSENT(npl))
br eak;
sdc = (sctp_data_hdr_t *)nmpl->b_rptr;

}
ftsn_done:
/*

}
* Can’'t conpare with sets == NULL, since we don’t add any
* sets for un-ordered nessages.
*
if (meta == nmeta_head)
return;

*nnp = sctp_neke_ftsn_chunk(sctp, fp, sets, nsets, *seglen);
sctp_free_ftsn_set(sets);
if (*nmp == NULL)
return;
if (sctp->sctp_ftsn == sctp->sctp_l astacked + 1) {
sacklen = 0;
} else {
sackl en = sizeof (sctp_chunk_hdr_t) +
si zeof (sctp_sack_chunk_t) +
(sizeof (sctp_sack_frag_t) * sctp->sctp_sack_gaps);
if (*seglen + sacklen > sctp->sctp_| astdata->sf_pnss) {
/* piggybacked SACK doesn’t fit */
sackl en = 0;
} else {
) fp = sctp->sctp_| astdat a;

}
head = sctp_add_proto_hdr(sctp, fp, *nnp, sacklen, NULL);
if (head == NULL) {

new usr/src/uts/ common/inet/sctp/sctp_output.c

1541 freensg(*nnp);

1542 *nnp = NULL;

1543 SCTP_KSTAT(sct ps, sctp_send_ftsn_failed);

1544 return;

1545

1546 *segl en += sackl en;

1547 *nnp = head;

1549 /*

1550 * XXXNeed to optimse this, the reason it is done here is so
1551 * that we don’t have to undo in case of failure.

1552 */

1553 npl = np_head;

1554 sdc = (sctp_data_hdr_t *)npl->b_rptr;

1555 while (neta_head !'= NULL &&

1556 SEQ GEQsct p- >sct p_adv_pap, ntohl (sdc->sdh_tsn))) {
1557 if (!SCTP_I S_MSG_ABANDONED( net a_head) )

1558 SCTP_MSG_SET_ABANDONED( net a_head) ;

1559 while (npl !'= NULL & SCTP_CHUNK | SSENT(npl)) {
1560 sdc = (sctp_data_hdr_t *)npl->b_rptr;
1561 i f (!SCTP_CHUNK_I SACKED( npl))

1562 clen = ntohs(sdc->sdh_len) - sizeof (*sdc);
1563 SCTP_CHUNK_SENT(sctp, npl, sdc, fp, clen,
1564 nmet a_head) ;

1565 }

1566 npl = npl->b_next;

1567 }

1568 while (nmpl !'= NULL) {

1569 sdc = (sctp_data_hdr_t *)npl->b_rptr;
1570 i f (!SCTP_CHUNK_ABANDONED( np1l))

1571 ASSERT(TSCTP_CHUNK_| SSENT( mp1)) ;
1572 unsent += ntohs(sdc->sdh_len) - sizeof (*sdc);
1573 SCTP_ABANDON_CHUNK( mp1) ;

1574 }

1575 mpl = nmpl->b_next;

1576

1577 nmet a_head = neta_head->b_next;

1578 if (meta_head !'= NULL) {

1579 nmpl = meta_head->b_cont;

1580 if (!SCTP_CHUNK | SSENT(npl))

1581 br eak;

1582 sdc = (sctp_data_hdr_t *)nmpl->b_rptr;
1583 }

1584

1585 if (unsent > 0)

1586 ASSERT( sct p->sct p_unsent >= unsent);

1587 sct p->sctp_unsent -= unsent;

1588 /*

1589 * Update ULP the anpunt of queued data, which is
1590 * sent-unack’ ed + unsent.

1591 */

1592 if (!SCTP_I S_DETACHED(sct p))

1593 SCTP_TXQ UPDATE(sct p) ;

1594 }

1595 }

1597 /*

1598 * This function steps through nmessages starting at nmeta and checks if
1599 * the nmessage i s abandoned. It stops when it hits an unsent chunk or
1600 * a nessage that has all its chunk acked. This is the only place
1601 * where the sctp_adv_pap is noved forward to indicated abandoned
1602 * nessages.

1603 */

1604 void

1605 sctp_check_adv_ack_pt(sctp_t *sctp, nblk_t *neta, nblk_t *np)

1606 {
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1607
1608
1609

1611
1612
1613
1614
1615
1616
1617
1618
1619
1620
1621
1622
1623
1624
1625
1626
1627
1628
1629
1630
1631
1632
1633
1634
1635
1636
1637
1638
1639
1640
1641
1642
1643
1644
1645
1646
1647
1648
1649
1650
1651
1652 }

1655 /
1656
1657
1658
1659
1660
1661
1662
1663
1664

* Ok kR ok Rk Ok Ok 3k

ui nt32_t tsn = sctp->sctp_adv_pap;
sctp_data_hdr_t *sdc;
sctp_nsg_hdr_t *msg_hdr;

ASSERT(np 1= NULL);
sdc = (sctp_data hdr _t *)np->b_rptr;
ASSERT(SEQGT( nt ohl (sdc->sdh_tsn), sctp->sctp_lastack_rxd));
nsg_hdr = (sctp_nsg_hdr_t *)neta- >b _rptr;
if (!SCTP_I S_MSG ABANDONED( net a) &&
| SCTP_MSG_TO_BE_ABANDONED( net a,
return;

nmeg_hdr, sctp)) {

}
whil e (rreta I'= NULL) {
le (nmp !'= NULL && SCTP_CHUNK_| SSENT(np)) {
sdc (sctp_data_hdr_t *)np->b_rptr;
tsn nt ohl (sdc->sdh_t sn);
np = np->b_next;

if (mp !'= NULL)
, br eak;

*
* We continue checking for successive nessages only if there
* is a chunk narked for retransm ssion. Else, we m ght

* end up sending FTSN prematurely for chunks that have been
*/sent, but not yet acked.

*

f

((meta = mata >b_next) !'= NULL)
meg_hdr = (sctp_msg_hdr_t *)neta->b_rptr;
i f (!SCTP_I S_MSG ABANDONED( net a) &&

! SCTP_MSG_TO_BE_ABANDONED( net a, nmsg_hdr, sctp)) {
break;
r (np = nmeta->b_cont; 1= NULL; = np->b_next) {

i f (! SCTP_CHUNK | SSENT(mp)) {
scCt p->sct p_adv_pap = tsn;
return;

}
i f (SCTP_CHUNK_WANT_REXM T(np))
br eak;

}
if (nmp == NULL)
br eak;

}

}
sct p->sctp_adv_pap = tsn;

Determne if we should bundle a data chunk with the chunk bei ng
retransmitted. We bundle if

- the chunk is sent to the sane destination and unack’ ed.
R

- the chunk is unsent, i.e. new data.

1665 #define SCTP_CHUNK_RX_CANBUNDLE(mp, fp)

1666
1667
1668
1669
1670

1672 /*

\
(' SCTP_CHUNK_ABANDONED( (np)) && \
( (SCTP_CHUNK_| SSENT( (np)) && ( SCTP_CHUNK_DEST(np) == (fp) &&  \
I SCTP_CHUNK_I SACKED( p) )) | | \
(((mp)->b_flag & (SCTP_CHUNK_FLAG REXM T| SCTP_CHUNK_FLAG SENT)) !
SCTP_CHUNK_FLAG SENT)))

=\
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1673 * Retransmit first segment which hasn’t been acked with cuntsn or send
1674 * a Forward TSN chunk, if appropriate.

12

1675 */

1676 void

1677 sctp_rexmt(sctp_t *sctp, sctp_faddr_t *ol dfp)

1678 {

1679 bl k_t *np;

1680 bl k_t *nmp = NULL;

1681 bl k_t *head;

1682 bl k_t *meta = sctp->sctp_xmt_head;

1683 nbl k_t *fill;

1684 ui nt 32_t seglen = 0;

1685 ui nt32_t sackl en;

1686 uint16_t chunkl en;

1687 int extra;

1688 sctp_data_hdr_t *sdc;

1689 sctp_faddr_t *fp;

1690 ui nt 32_t adv_pap = sctp->sctp_adv_pap;

1691 bool ean_t do_ftsn = B_FALSE;

1692 bool ean_t ftsn_check = B_TRUE;

1693 uint32_t first_ua_tsn;

1694 sctp_msg_hdr_t *nhdr;

1695 sctp_stack_t *sctps = sctp->sctp_sctps;

1696 int error;

1698 while (meta !'= NULL) {

1699 for (np = neta->b_cont; np !'= NULL; np = np->b_next) {

1700 ui nt 32_t tsn;

1702 i f (!SCTP_CHUNK_| SSENT( np))

1703 got o wi ndow_pr obe;

1704 I *

1705 * We break in the follow ng cases -

1706 *

1707 * if the advanced peer ack point includes the next
1708 * chunk to be retransmted - possibly the Forward
1709 * TSN was | ost.

1710 *

1711 * if we are PRSCTP aware and the next chunk to be
1712 * retransmtted i s now abandoned

1713 *

1714 * if the next chunk to be retransmtted is for
1715 * the dest on which the timer went off. (this
1716 * message i s not abandoned).

1717 *

1718 * We check for Forward TSN only for the first

1719 * eligible chunk to be retransnmitted. The reason
1720 * being if the first eligible chunk is skipped (say
1721 * it was sent to a destination other than ol dfp)
1722 * then we cannot advance the cum TSN via Forward
1723 * TSN chunk.

1724 *

1725 * Also, ftsn_check is B_TRUE only for the first
1726 * eligible chunk, it wll be B_FALSE for all

1727 * subsequent candi date nessages for retransm ssion.
1728 */

1729 sdc = (sctp_data_hdr_t *)np->b_rptr;

1730 tsn = ntohl (sdc->sdh_t sn);

1731 if (SEQ.GT(tsn, sctp->sctp_|lastack_rxd))

1732 if (sctp->sctp_prsctp_aware && ftsn_check)
1733 if (SEQ GEQsctp->sctp_adv_pap, tsn)) {
1734 ASSERT( sct p- >sct p_prsct p_aware) ;
1735 do_ftsn = B_TRUE;

1736 goto out;

1737 } else {

1738 sct p_check_adv_ack_pt (sctp,
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1739
1740
1741
1742
1743
1744
1745
1746
1747
1748
1749
1750
1751
1752
1753
1754

1756
1757
1758
1759
1760
1761
1762
1763
1764
1765
1766
1767
1768
1769
1770
1771
1772
1773

1775
1776

1778
1779
1780
1781
1782
1783

1785
1786
1787
1788
1789
1790
1791
1792
1793
1794
1795
1796
1797

1799
1800
1801
1802
1803
1804

neta, np);
if (SEQ_GTI(sctp->sctp_adv_pap,
adv_pap)) {
do_ftsn = B_TRUE;
goto out;

) }
ftsn_check = B_FALSE;

}
i1 f (SCTP_CHUNK_DEST(np) == ol df p)
goto out;

}

meta = neta->b_next;
if (meta !'= NULL && sctp->sctp_prsctp_aware) {
mhdr = (sctp_nsg_hdr_t *)meta->b_rptr;

while (neta !'= NULL & & (SCTP_I S_MSG ABANDONED( neta) ||
SCTP_MSG TO BE_ABANDONED( neta, nhdr, sctp))) {
nmeta = neta->b_next;

}
Wi ndow_p; obe:

out :

Retransmit fired for a destination which didn't have

* any unacked data pendi ng.
*

if (sctp->sctp_unacked == 0 && sctp->sctp_unsent != 0) {
/*

* Send a wi ndow probe. Inflate frwnd to allow
* sendi ng one segnent.
*

if (sctp->sctp_frwnd < (ol df p->sf_pnss - sizeof (*sdc)))
sctp->sctp_frwnd = ol df p->sf_pnss - sizeof (*sdc);

/* next TSN to send */
sctp->sctp_rxt_nxttsn = sctp->sctp_|tsn;

/*

* The above sctp_frwnd adjustnent is coarse. The "changed"
* sctp_frwnd may allow us to send nore than 1 packet. So
* tell sctp_output() to send only 1 packet.

*/

sct p_out put (sctp, 1);

/* Last sent TSN */

sct p->sctp_rxt_maxtsn = sctp->sctp_ltsn - 1;
ASSERT( sct p->sct p_r xt _maxtsn >= sctp->sctp_rxt_nxttsn);
sct p->sctp_zero_wi n_probe = B_TRUE;

SCTPS_BUMP_M B(sctps, sctpQut W nProbe);

return;

* After a tinme out, assume that everything has left the network. So
* we can clear rxt_unacked for the original peer address.

*/

ol df p- >sf _rxt _unacked = O;

* |f we were probing for zero wi ndow, don’t adjust retransm ssion
* variables, but the timer is still backed off.

*/

if (sctp->sctp_zero_w n_probe) {

mbl k_t  *pkt;
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1805

1807
1808
1809
1810
1811
1812
1813
1814
1815
1816
1817

1819
1820
1821
1822

1824
1825
1826
1827
1828
1829

1831
1832
1833
1834
1835
1836

1838
1839
1840
1841
1842
1843
1844

1846
1847
1848
1849
1850
1851
1852
1853
1854
1855
1856

1858
1859
1860
1861
1862
1863
1864
1865
1866
1867
1868
1869
1870

uint_t pkt_len;

/*

* Get the Zero Wn Probe for retrasm ssion, sctp_rxt_nxttsn
* and sctp_rxt_maxtsn will specify the ZWP packet.

)

fp = ol df p;
if (ol df p->sf_state != SCTP_FADDRS_ALI VE)
fp = sctp_rotate_faddr(sctp, oldfp);
pkt = sctp_rexmt_packet(sctp, &meta, &, fp, &pkt_len);
if (pkt !'= NULL)
ASSERT(pkt _| en <= fp->sf_pnmss);
sctp_set _iplen(sctp, pkt, fp- >sf _ixa);

DTRACE_SCTP5(send, nblk t *, NULL,
ip_xmt_attr_t *, fp->sf_ixa,
void_ip_t *, nmp->b_rptr, sctp_t *, sctp, sctp_hdr_t
&mp->b_rptr[fp->sf_ixa->i xa_i p_hdr_l ength]);

#endi f /* | codereview */

(voi d) conn_i p_out put (pkt, fp->sf_ixa);
BUMP_LOCAL( sct p- >sct p_opkts);
} else {
SCTP_KSTAT(sctps, sctp_ss_rexmt_failed);

/*

* The strikes will be clear by sctp_faddr_alive() when the
* other side sends us an ack.

*/

ol df p- >sf _stri kes++;
sctp->sctp_strikes++;

SCTP_CALC RXT(sctp, oldfp, sctp->sctp_rto_mex);
if (oldfp !=fp & ol df p->sf_suna ! = 0)

SCTP_FADDR_TI MER_RESTART(sct p, ol dfp, fp->sf _rto);
SCTP_FADDR_TT MER_RESTART(sctp, fp, fp->sf_rto);
SCTPS_BUMP_M B(sctps, sctpQut W nProbe);

return;
}
/*
* Enter slowstart for this destination
*/

ol df p- >sf _ssthresh = ol df p->sf_cwnd / 2;
if (oldfp->sf_ssthresh < 2 * ol df p->sf_pnss)
ol df p- >sf _ssthresh = 2 * ol df p- >sf _pnss;
ol df p->sf _cwnd = ol df p- >sf _pnss;
ol df p- >sf _pba = 0;
fp = sctp_rotate_faddr(sctp, oldfp);
ASSERT(fp !'= NULL);
sdc = (sctp_data_hdr_t *)np->b_rptr;

first_ua_tsn = ntohl (sdc->sdh_tsn);
if (do_ftsn) {
sct p_nake ftsns(sctp, meta, np, &np, fp, &seglen);
if (nmp == NULL) {
sct p->sctp_adv_pap = adv_pap;
goto restart_tiner;

——

head = nnp;
/*
* Move to the next unabandoned chunk. XXXCheck if neta will
* al ways be marked abandoned.
*
/

while (meta !'= NULL && SCTP_|'S_MSG_ABANDONED( met a) )

14
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1871 neta = neta->b_next;

1872 if (meta !'= NULL)

1873 np = np->b_cont;

1874 el se

1875 np = NULL;

1876 goto try_bundl e;

1877 }

1878 seglen = ntohs(sdc >sdh_| en);

1879 chunkl en = seglen - sizeof (*sdc

1880 if ((extra = seglen & (SCTP_ ALI GN - 1)) !'=0)

1881 extra = SCTP_ALICN - extra;

1883 /* Find out if we need to piggyback SACK. */

1884 if (sctp->sctp_ftsn == sctp->sctp_|lastacked + 1) {

1885 sackl en = 0;

1886 } else {

1887 sackl en = sizeof (sctp_chunk_hdr_t) +

1888 si zeof (sctp_sack_chunk_t) +

1889 (sizeof (sctp_sack_frag_t) * sctp->sctp_sack_gaps);
1890 if (seglen + sacklen > sctp->sctp_| astdata->sf_pnss) {
1891 /* piggybacked SACK doesn’t fit */

1892 sackl en = 0;

1893 } else {

1894 /*

1895 * OK, we have roomto send SACK back. But we
1896 * should send it back to the last fp where we
1897 * receive data from unless sctp_|lastdata equal s
1898 * oldfp, then we should probably not send it
1899 * back to that fp. Al so we should check that
1900 * the fp is alive.

1901 *

1902 if (sctp->sctp_lastdata != oldfp &&

1903 sctp->sctp_| astdata- >sf _state ==

1904 SCTP_FADDRS_ALI VE) {

1905 fp = sctp->sctp_| astdata;

1906 }

1907 }

1908 }

1910 /*

1911 * Cancel RTT neasurenent if the retransmtted TSN is before the
1912 * TSN used for timng.

1913 */

1914 if (sctp->sctp_out_time !=0 &&

1915 SEQ GEQ(sctp->sctp_rtt_tsn, sdc->sdh_tsn)) {

1916 sctp->sctp_out_tine = 0;

1917 }

1918 /* d ear t he count er as the RTT cal cul ati on may be off. */
1919 fp->sf_rtt_updates = O

1920 ol df p->sf _rtt_updates = 0;

1922 /*

1923 * After a tineout, we should change the current faddr so that
1924 * new chunks will be sent to the alternate address.

1925 */

1926 sctp_set _faddr_current(sctp, fp);

1928 nnp = dupnsg(np);

1929 if (nmp == NULL)

1930 goto restart_timer;

1931 if (extra > 0)

1932 fill = sctp_get_paddi ng(sctp, extra);

1933 if (fill '= NULL)

1934 linkb(nmp, fill);

1935 segl en += extra;

1936 } else {
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1937 freensg(nnp);

1938 goto restart_tinmer;

1939 }

1940 }

1941 SCTP_ CHUNK CLEAR_FLAGS( nnp) ;

1942 head = sctp_add_proto_| hdr(sctp fp, nnp, sacklen, NULL);

1943 if (head == NULL) {

1944 freensg(nnp);

1945 SCTP_KSTAT(sct ps, sctp_rexnit_failed);

1946 goto restart_timer;

1947

1948 segl en += sackl en;

1950 SCTP_CHUNK_SENT(sctp, np, sdc, fp, chunklen, neta);

1952 nmp = np->b_next;

1954 try_bundl e:

1955 /* We can at |east and at nobst send 1 packet at tineout. */
1956 while (seglen < fp->sf_pnss) {

1957 int32_t new_len;

1959 /* Go thro gh the list to find nmore chunks to be bundl ed. */
1960 while (nmp !'= NULL) {

1961 /* Check if the chunk can be bundled. */

1962 i f (SCTP_CHUNK_RX_CANBUNDLE(np, ol df p))

1963 br eak;

1964 mp = np- >b_next;

1965 }

1966 /* Go to the next nmessage. */

1967 if (np == NULL)

1968 for (neta = neta->b_next; neta != NULL;

1969 neta = neta->b_next)

1970 mhdr = (sctp_nsg_hdr_t *)nmeta->b_rptr;
1972 if (SCTP_I'S MBG ABANDONED( net a) |

1973 SCTP_MSG_TO_BE_ABANDONED( net a, mhdr,
1974 sctp)) {

1975 conti nue;

1976 }

1978 np = nmeta->b_cont;

1979 goto try_bundl e;

1980 }

1981 /

1982 * Check if there is a new nmessage which potentially
1983 * coul d be bundled with this retransm ssion.
1984 */

1985 nmeta = sctp_get_nsg_to_send(sctp, &mp, NULL, &error,
1986 segl en, fp->sf_pnss - seglen, NULL);

1987 if (error '=0 || meta == NULL)

1988 /* No nore chunk to be bundled. */
1989 br eak;

1990 } else {

1991 goto try_bundl e;

1992 }

1993 }

1995 sdc = (sctp data_hdr_t *)nmp->b_rptr;

1996 new_| en = ntohs(sdc->sdh_| en);

1997 chunkl en = new | en - sizeof (*sdc);

1999 if ((extra = new_len & (SCTP_ALIGN - 1)) != 0)

2000 extra = SCTP_ALIGN - extra;

2001 if ((new_len = seglen + new len + extra) > fp->sf_pnss)
2002 br eak;
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2003
2004

2006
2007
2008
2009
2010
2011
2012
2013
2014
2015

2017
2018

2020
2021
2022
2023
2024
2025

2027
2028
2029
2030
2031
2032
2033
2034

2036
2037
2038
2039

2041
2042
2043
2044

2046
2047
2048

2050
2051
2052

2054
2055
2056
2057
2058
2059
2060
2061
2062
2063
2064
2065
2066
2067
2068

if ((nmo duprrsg(np)) == NULL)
re

if (extra > 0)
fill = sctp_ get
if (f||| I =
I|nkb(nn‘p,
} else {
freemsg(nnp);
br eak;

_paddi ng(sctp, extra);
LL) {

fill);

}
I}i nkb(head, nnp);

SCTP_CHUNK_CLEAR FLAGS( nnp) ;

SCTP_CHUNK_SENT(sctp, np, sdc, fp, chunklen, neta);
seglen = new_| en;

np = np->b_next;

}
done_bundl e:

if ((seglen > fp->sf_pnmss) && fp->sf_isv4) {

ipha_t *iph = (ipha_t *)head->b_rptr;

/*

* Path MU is different frompath we thought it would
* be when we created chunks, or |P headers have grown.
* Need to clear the DF bit.

*

i ph->i pha_fragnent _of fset_and_fl ags = 0;

}
fp->sf _rxt_unacked += segl en;

dprint(2, ("sctp_rexmt: Sending packet %l bytes, tsn % "
"ssn % to % (rwnd %, |astack_rxd %)\n",

segl en, ntohl (sdc->sdh_tsn), ntohs(sdc- >sdh _ssn),
(void *)fp, sctp->sctp_frwnd, sctp->sctp_lastack_rxd));

sctp->sctp_rexmitting = B_TRUE;
sctp->sctp_rxt_nxttsn = first_ua_tsn;
sct p->sctp_rxt_maxtsn = sctp->sctp_ltsn - 1;

sctp_set_iplen(sctp, head, fp->sf_ixa);
DTRACE_SCTP5(send, nblk_t *, NULL, ip_xmt_attr_t *, fp->sf_ixa,
void_ip_t *, np->b_ rptr sctp_t *, sctp, sctp_hdr_t *,

&mp->b_rptr[fp->sf_ixa->ixa_ip_hdr_length]);
#endi f /* | codereview */
(voi d) conn_ip_out put (head, fp->sf
BUMP_LOCAL( sct p- >sct p_opkts);

/

_ixa);

*
* Restart the oldfp timer with exponential backoff and
*/the new fp timer for the retransmtted chunks.
*
restart_timer:
ol df p- >sf _stri kes++;
sctp->sctp_strikes++;
SCTP_CALC_RXT(sctp, oldfp, sctp->sctp_rto_mex);
*
* If there is still sone data in the oldfp, restart the
* retransmission tiner. |If there is no data, the heartbeat wll
* continue torun so it will doits job in checking the reachability
* of the ol dfp.
*/

if (oldfp = fp && ol df p->sf_suna != 0)

17
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2069 SCTP_FADDR_TI MER_RESTART(sctp, oldfp, oldfp->sf_rto);
2071 /*

2072 * Should we restart the timer of the new fp? |If thereis
2073 * outstanding data to the new fp, the tinmer should be

2074 * running already. So restarting it nmeans that the tiner
2075 *will fire later for those outstanding data. But if

2076 * we don’t restart it, the timer will fire too early for the
2077 * just retransmtted chunks to the new fp. The reason is that we
2078 * don't keep a tinestanp on when a chunk is retransmtted.
2079 * So when the tiner fires, it will just search for the

2080 * chunk with the earliest TSN sent to new fp. This probably
2081 * is the chunk we just retransmtted. So for now, let’'s
2082 * be conservative and restart the timer of the new fp.

2083 */

2084 SCTP_FADDR_TI MER_RESTART(sctp, fp, fp->sf _rto);

2086 sctp->sctp_active = ddi _get _| bol t64();

2087 }

2089 /*

2090 * This function is called by sctp_ss_rexmt() to create a packet
2091 * to be retransnmitted to the given fp. The given neta and np

2092 * paraneters are respectively the sctp_msg_hdr_t and the nmblk of the
2093 * first chunk to be retransmtted. This is also called when we want
2094 * to retransmt a zero wi ndow probe fromsctp_rexmt() or when we
2095 * want to retransnmit the zero w ndow probe after the w ndow has
2096 * opened from sctp_got_sack().

2097 */

2098 nbl k_t *

2099 sctp_rexnit_packet(sctp_t *sctp, nblk_t **meta, nmblk_t **np, sctp_faddr_t
2100 uint _t *packet_| en)

2101 {

2102 ui nt 32_t seglen = 0;

2103 uint16_t chunkl en;

2104 int extra;

2105 bl k_t *nnp;

2106 bl k_t *head;

2107 nbl k_t *fill;

2108 sctp_data_hdr_t *sdc;

2109 sctp_nmsg_hdr_t *mhdr;

2111 sdc = (sctp_data_hdr_t *)(*np)->b_rptr;

2112 seglen = ntohs(sdc >sdh_l en) ;

2113 chunkl en = seglen - sizeof (*sd );

2114 if ((extra=seg|en&(SCTP ALIGN - 1)) !'=0)

2115 extra = SCTP_ALIGN - extra;

2117 nnp = dupmsg( np) ;

2118 f (nnp = ULL)

2119 return (NULL) ;

2120 if (extra>0)

2121 fill = sctp_get_paddi ng(sctp, extra);

2122 if (fill !'= NULL) {

2123 linkb(nmp, fill);

2124 segl en += extra;

2125 } else {

2126 freemsg(nnp);

2127 return (NULL);

2128 }

2129

2130 SCTP_CHUNK_CLEAR_FLAGS( nnp) ;

2131 head = sctp_add_proto_hdr(sctp, fp, nmp, 0, NULL);

2132 if (head == NULL) {

2133 freensg(nnp);

2134 return (NULL);

“fp,
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2135
2136
2137
2138
2139
2140
2141
2142

2144
2145
2146

2148
2149
2150
2151
2152
2153
2154
2155
2156
2157
2158
2159
2160
2161
2162
2163
2164

2166
2167
2168
2169
2170

2172
2173
2174
2175
2176
2177

2179
2180
2181
2182
2183
2184

2186
2187
2188
2189
2190
2191

2193
2194
2195
2196
2197
2198
2199
2200

}

SCTP_CHUNK_SENT(sctp, *np, sdc, fp, chunklen, *neta);

*

* Don't update the TSN if we are doing a Zero Wn Probe.
*/

if (!sctp->sctp_zero_w n_probe)

sctp->sctp_rxt_nxttsn = ntohl (sdc->sdh_tsn);
*mp = (*np)->b_next;

try_bundl e:

while (seglen < fp->sf_pnss) {
int32_t new_|en;

/
CGo through the list to find nore chunks to be bundl ed.

We should only retransmt sent by unack’ed chunks. Since
they were sent before, the peer’s receive w ndow shoul d
be able to receive them

* ok kb ko

while (*nmp !'= NULL) {
/* Check if the chunk can be bundled. */
i f (SCTP_CHUNK_| SSENT(*np) && ! SCTP_CHUNK_I SACKED( * np) )
br eak;
*mp = (*np)->b_next;

Go to the next nessage. */

for (*neta = (*neta)->b_next; *meta != NULL;
*meta = (*meta)->b_next) {
mhdr = (sctp_nsg_hdr_t *)(*neta)->b_rptr;

if (SCTP_I'S MSG ABANDONED(*meta) ||
SCTP_MSG TO BE_ABANDONED( *neta, mhdr,
sctp)) {
conti nue;

}

*mp = (*meta)->b_cont;
goto try_bundl e;

}
/* No nore chunk to be bundled. */
br eak;

}

sdc = (sctp_data_hdr_t *)(*np)->b_rptr;

/* Don’t bundl e chunks beyond sctp_rxt_maxtsn. */

if (SEQ GT(ntohl (sdc->sdh_tsn), sctp->sctp_rxt_naxtsn))
break;

new_| en = ntohs(sdc->sdh_l en);

chunkl en = new_ | en - sizeof (*sdc);

if ((extra = new_len & (SCTP_ALIGN - 1)) != 0)
extra = SCTP_ALIGN - extra;

if ((new_len = seglen + new_ |en + extra) > fp->sf_pmnss)
br eak;

if ((nnp = dupnmsg(*np)) == NULL)
break;

if (extra > 0) {

fill = sctp_get_paddi ng(sctp, extra);
if (fill '= NULL) {

linkb(nnp, fill);
} else {

freensg(nnp);

break;
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2201 }

2202 | i nkb(head, nnp);

2204 SCTP_CHUNK_CLEAR_FLAGS( nnp) ;

2205 SCTP_CHUNK_SENT(sctp, *np, sdc, fp, chunklen, *neta);
2206 /*

2207 * Don't update the TSN if we are doing a Zero Wn Probe.
2208 */

2209 if (!sctp->sctp_zero_wi n_probe)

2210 sctp->sctp_rxt_nxttsn = ntohl (sdc->sdh_tsn);

2212 seglen = new | en;

2213 *mp = (*np)->b_next;

2214 }

2215 *packet _| en = segl en;

2216 f p->sf _rxt_unacked += segl en;

2217 return (head);

2218 }

2220 /*

2221 * sctp_ss_rexmt() is called when we get a SACK after a tineout which
2222 * advances the cumtsn but the cumtsn is still |less than what we have sent
2223 * (sctp_rxt_nextsn) at the time of the timeout. This SACKis a "partial"
2224 * SACK. W retransmit unacked chunks wi thout having to wait for another
2225 * tineout. The rationale is that the SACK should not be "partial" if all the
2226 * lost chunks have been retransmitted. Since the SACKis "partial,"

2227 * the chunks between the cumtsn and the sctp_rxt_maxtsn should still
2228 * be missing. It is better for us to retransmt them now instead

2229 * of waiting for a timeout.

2230 */

2231 void

2232 sctp_ss_rexmt(sctp_t *sctp)

2233 {

2234 bl k_t *met a;

2235 nbl k_t *np;

2236 nbl k_t *pkt ;

2237 sctp_faddr_t *fp;

2238 uint_t pkt _I en;

2239 ui nt 32_t t ot _wnd;

2240 sctp_data_hdr_t *sdc;

2241 int burst;

2242 sctp_stack_t *sctps = sctp->sctp_sctps;

2244 ASSERT( ! sct p->sctp_zero_w n_probe);

2246 /*

2247 * |f the last cumack is smaller than what we have just

2248 * retransmitted, sinply return.

2249 *

2250 if (SEQ GEQsctp->sctp_l astack_rxd, sctp->sctp_rxt_nxttsn))

2251 sctp->sctp_rxt_nxttsn = sctp->sctp_|lastack_rxd + 1;

2252 el se

2253 return;

2254 ASSERT( SEQ LEQ(sct p->sctp_rxt_nxttsn, sctp->sctp_rxt_maxtsn));
2256 /*

2257 * After a tiner fires, sctp_current should be set to the new
2258 * fp where the retransmtted chunks are sent.

2259 */

2260 fp = sctp->sctp_current;

2262 /*

2263 * Since we are retransnmitting, we only need to use cwnd to determine
2264 * how nuch we can send as we were allowed (by peer’s receive w ndow)
2265 * to send those retransmtted chunks previously when they are first
2266 * sent. |f we record how nuch we have retransmtted but
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2267
2268
2269
2270
2271
2272
2273
2274
2275
2276
2277
2278
2279
2280
2281
2282
2283
2284
2285
2286
2287
2288
2289
2290
2291
2292

2294
2295
2296

2298
2299
2300
2301

2303
2304
2305
2306
2307
2308
2309
2310
2311

2313
2314

2316
2317
2318
2319
2320
2321
2322
2323
2324
2325

2327
2328
2329
2330
2331
2332

_unacked, then the anpunt we can now send

_unacked.

unacknow edged using rxt
is equal to cwnd minus rxt

*
*
*
* The field rxt_unacked is increnented when we retransmt a packet
* and decrenented when we got a SACK acknow edgi ng soret hing. And
* it is reset when the retransmission timer fires as we assune that
* all packets have left the network after a timeout. |If this

* assunption is not true, it means that after a tineout, we can

* get a SACK acknow edgi ng nore than rxt_unacked (its val ue only

* contains what is retransmitted when the tiner fires). So

* rxt_unacked will beconme very big (it is an unsiged int so going
* negative neans that the value is huge). This is the reason we

* always send at |east 1 MSS bytes.

*

*

*

*

*

*

*

*

*

f

The reason why we do not have an accurate count is that we

only know how many packets are outstanding (using the TSN nunbers).
But we do not know how many bytes those packets contain. To

have an accurate count, we need to wal k through the send I|ist.

As it is not really inportant to have an accurate count during
retransmni ssion, we skip this walk to save sone tine. This should

not make the retransm ssion too aggressive to cause congestion.
/

(fp->sf_cwnd <= fp->sf_rxt_unacked)
tot_wnd = fp->sf_pnss;
el se
tot_wnd = fp->sf_cwnd - fp->sf_rxt_unacked;
/* Find the first unack’ ed chunk */
for (neta = sctp->sctp_xmt_head; nmeta != NULL; nmeta = nmeta->b_next) {
sctp_nsg_hdr _t~ *mhdr = (sctp nsg_hdr_t *)nmeta->b_rptr;

if (SCTP_I'S_MSG ABANDONED( neta) ||
SCTP_MSG_TO BE_ABANDONED( meta, nhdr,

sctp)) {
conti nue;
}
for (np = neta->b_cont; np !'= NULL; np = np->b_next) {
/* Again, this may not be possible */
i f (!SCTP_CHUNK_| SSENT( np))
return;
sdc = (sctp_data_hdr_t *)np->b_rptr;
if (ntohl (sdc->sdh_tsn) == sctp->sctp_rxt_nxttsn)
goto found_nsg;
}
}
/* Everything is abandoned... */
return;
found_nsg:

if (!fp->sf_tiner_running)
SCTP_FADDR_TI MER_RESTART(sctp, fp

pkt = sctp_rexm t_packet(sctp, &meta, &, fp,

if (pkt == NULL)
SCTP_KSTAT( sct ps,

fp->sf_rto);
&pkt _l en);

sctp_ss_rexmt_failed);

return;

}

if ((pkt_len > fp->sf_pnss) && fp->sf_isvd) {
ipha_t *iph = (ipha_t *)pkt->b_rptr;
/*

* Path MU is different frompath we thought it would
* be when we created chunks, or I|P headers have grown.
* Need to clear the DF bit.
*/

i ph->i pha_fragnent _of fset _and_flags = 0;

21
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2333
2334

2336
2337
2338

sctp_set _iplen(sctp, pkt, fp->sf_ixa);
DTRACE_SCTP5(send, mblk_t *, NULL, ip_xmit_attr_t *, fp->sf
void_ip_t *, nmp->b_ rptr sctp_t *, sctp, sctp_hdr_t *,

2340 #endif /* !

2341
2342

2344
2345
2346
2347
2348
2349
2350
2351

2353
2354
2355
2356
2357
2358
2359
2360
2361
2362
2363
2364
2365
2366 }

(voi d) conn_i p_out put ( pkt,
BUWP.

/*
if

if
if

/*
for

&mp->b rptr[fp >sf _i xa->i xa_il p_hdr_|l ength]);

coderevi ew */
fp->sf_ixa);
 LOCAL( sct p- >sct p_opkts);

Check and see if there is nore chunk to be retransnitted.
(tot_wnd <= pkt_len || tot_wnd - pkt_len < fp->sf_pmss ||
meta == NULL)

return;
(nmp == NULL)

meta = neta->b_next;
(meta == NULL)

return;

Retransmit anot her packet if the window allows. */

(tot_wnd -= pkt_len, burst = sct ps >sct ps_maxburst - 1;

meta ! = NULL & burst > 0; neta = neta->b_next, burst--)
if (mp == NULL)

np = neta->b_cont;

mp !'= NULL; nmp = np->b_next) {

for (;
/* Again, this may not be possible */
i f (!SCTP_CHUNK_I SSENT( np))
return;
i f (!SCTP_CHUNK_I SACKED( np) )
goto found_nsg;
}

_ixa,

*/

{
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144
145

147
148

150
151

153
154

156
157
158
159

161
162

164
165

167
168

170
171

173
174
175
176

178
179

181
182

184
185

187
188

190
191
192
193

195
196

198
199

201
202

#defi ne

#defi ne

#defi ne

DTRACE_SCHED( nane) \
DTRACE_PROBE( __sched_##nane) ;
DTRACE_SCHED1( nane, typel, argl) \

DTRACE_PROBE1(__sched_##name, typel, argl);

DTRACE_SCHED2( nane, typel, argl, type2, arg2) \
DTRACE_PROBE2(__sched_##nane, typel, argl, type2, arg2);

#def i ne DTRACE_SCHED3( nane, typel, argl, type2, arg2, type3, arg3) \
DTRACE_PROBE3(__sched_##name, typel, argl, type2, arg2, type3, arg3);

#def i ne DTRACE_SCHED4( nane, typel, argl, type2, arg2, \

type3, arg3, type4, arg4) \

DTRACE_PROBE4(__sched_##nanme, typel, argl, type2, arg2, \

#def i ne

#defi ne

type3, arg3, type4, arg4);

DTRACE_PROC( nane) \
DTRACE_PROBE( __pr oc_##nane) ;

DTRACE_PROC1( nane, typel, argl) \
DTRACE_PROBE1(__proc_##name, typel, argl);

#def i ne DTRACE_PROC2( nane, typel, argl, type2, arg2)
DTRACE_PROBE2( __proc_##name, typel, argl, type2, arg2);
#def i ne DTRACE_PROC3(nane, typel, argl, type2, arg2, type3, arg3) \
DTRACE_PROBE3(__proc_##name, typel, argl, type2, arg2, type3, arg3);
#def i ne DTRACE_PROC4( nane, typel, argl, type2, arg2, \
type3, arg3, type4, arg4) \
DTRACE_PROBE4(__proc_##name, typel, argl, type2, arg2, \

#def i ne

#defi ne

#defi ne

type3, arg3, type4, arg4d);

DTRACE_| Q( nane) \
DTRACE_PROBE( __i o_##nane) ;

DTRACE_| Ol( nane, typel, argl) \
DTRACE_PROBE1(__i o_##name, typel, argl);
DTRACE | @2( nane, typel, argl, type2, arg2) \

DTRACE_PROBE2( __i o_##nane, typel, argl, type2, arg2);

#def i ne DTRACE_I GB(nane, typel, argl, type2, arg2, type3, arg3) \
DTRACE_PROBE3(__i o_##name, typel, argl, type2, arg2, type3, arg3);
#def i ne DTRACE_I O4(nane, typel, argl, type2, arg2, \
type3, arg3, type4, arg4) \
DTRACE_PROBE4(__i o_##name, typel, argl, type2, arg2, \

type3, arg3, type4, arg4d);

#defi ne DTRACE_I SCSI _2(nane, typel, argl, type2, arg2) \

DTRACE_PROBE2(__i scsi _##nanme, typel, argl, type2, arg2);
#defi ne DTRACE_I SCSI _3(nane, typel, argl, type2, arg2, type3, arg3) \

#defi ne

DTRACE_PROBE3( __i scsi _##nanme, typel, argl, type2, arg2, type3, arg3);
DTRACE_| SCSI _4(nane, typel, argl, type2, arg2, \

type3, arg3, type4, arg4) \
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203
204

206
207
208
209

211
212
213
214

216
217
218
219
220

222
223
224
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229
230
231
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233
234
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236

238
239

241
242

244
245

247
248

250
251

253
254

256
257

259
260

262
263

265
266
267
268

DTRACE_PROBE4( __i scsi _##name, typel, argl, type2, arg2,
type3, arg3, type4, arg4);

#defi ne DTRACE_I SCSI _5(nane, typel, argl, type2, arg2,
type3, arg3, type4, arg4, type5, arg5)
DTRACE_PROBES5(__i scsi _##name, typel, argl, type2, arg2,
type3, arg3, type4, arg4, type5, arg5);

#defi ne DTRACE_I SCSI _6(nane, typel, argl, type2, arg2,
type3, arg3, type4, arg4, type5, arg5, type6, arg6)
DTRACE_PROBE6( __i scsi _##name, typel, argl, type2, arg2,
type3, arg3, type4, arg4, type5, arg5, type6, arg6);

#defi ne DTRACE_I SCSI _7(nane, typel, argl, type2, arg2,
type3, arg3, typed, arg4, typeb, arg5, type6, arg6, type7, arg7)
DTRACE_PROBE7(__i scsi _##name, typel, argl, type2, arg2,
type3, arg3, type4, arg4, type5, arg5, type6, arg6,
type7, arg7);

#defi ne DTRACE_I SCSI _8(nane, typel, argl, type2, arg2,
type3, arg3, typed4, arg4, type5, arg5, type6, arg6,
type7, arg7, type8, arg8)
DTRACE_PROBE8(__i scsi _##nanme, typel, argl, type2, arg2,
type3, arg3, typed4, arg4, type5, arg5, type6, arg6,
type7, arg7, type8, arg8);

#def i ne DTRACE_NFSV3_3(nane, typel, argl, type2, arg2,
type3, arg3)
DTRACE_PROBE3(__nf sv3_##nanme, typel, argl, type2, arg2,
type3, arg3);
#def i ne DTRACE_NFSV3_4(nane, typel, argl, type2, arg2,
type3, arg3, type4, arg4)
DTRACE_PROBE4( __nf sv3_##nanme, typel, argl, type2, arg2,
type3, arg3, type4, arg4);

#defi ne DTRACE_NFSV4_1(nane, typel, argl) \
DTRACE_PROBE1( __nf sv4_##nanme, typel, argl);

#def i ne DTRACE_NFSV4_2(nane, typel, argl, type2, arg2) \
DTRACE_PROBE2(__nf sv4_##nanme, typel, argl, type2, arg2);

#defi ne DTRACE_NFSV4_3(nane, typel, argl, type2, arg2, type3, arg3) \
DTRACE_PROBE3(__nf sv4_##nanme, typel, argl, type2, arg2, type3,

#defi ne DTRACE_SMB_1(nane, typel, argl) \
DTRACE_PROBE1(__snb_##nanme, typel, argl);

#defi ne DTRACE_SMB_2(nane, typel, argl, type2, arg2) \
DTRACE_PROBE2(__snb_##nanme, typel, argl, type2, arg2);

#def i ne DTRACE_I P( nane) \
DTRACE_PROBE( __i p_##nane) ;

#defi ne DTRACE_I P1(name, typel, argl)
DTRACE_PROBE1( __i p_##name, typel, argl);

#defi ne DTRACE_I P2(nane, typel, argl, type2, arg2)
DTRACE_PROBE2( __i p_##nane, typel, argl, type2, arg2);

#defi ne DTRACE_I P3(nane, typel, argl, type2, arg2, type3, arg3) \

—— e — —— e — ——— ———

———

———

arg3);

DTRACE_PROBE3(__i p_##nane, typel, argl, type2, arg2, type3, arg3);

#def i ne DTRACE_I P4(nane, typel, argl, type2, arg2,
type3, arg3, type4, arg4)
DTRACE_PROBE4(__i p_##nane, typel, argl, type2, arg2,
type3, arg3, typed, arg4);

\
\
\
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335 #defi ne DTRACE_SCTP( nane) \
270 #define DTRACE_I P5(nane, typel, argl, type2, arg2, \ 336 DTRACE_PROBE( __sct p_##nane) ;
271 type3, arg3, type4, arg4, typeb, arg5) \
272 DTRACE_PROBES(__i p_##nane, typel, argl, type2, arg2, \ 338 #defi ne DTRACE_SCTP1(nane, typel, argl) \
273 type3, arg3, type4, arg4, type5, arg5); 339 DTRACE_PROBE1(__sct p_##nanme, typel, argl);
275 #define DTRACE_I P6(name, typel, argl, type2, arg2, \ 341 #define DTRACE_SCTP2(nane, typel, argl, type2, arg2)
276 type3, arg3, type4, arg4, typeb, arg5, type6, arg6) \ 342 DTRACE_PROBE2( __sct p_##name, typel, argl, type2, arg2);
277 DTRACE_PROBE6( __i p_##nane, typel, argl, type2, arg2, \
278 type3, arg3, type4, arg4, type5, arg5, type6, arg6); 344 #define DTRACE_SCTP3(nane, typel, argl, type2, arg2, type3, arg3) \
345 DTRACE_PROBE3(__sct p_##nanme, typel, argl, type2, arg2, type3, arg3);
280 #define DTRACE_I P7(nane, typel, argl, type2, arg2, type3, arg3, \
281 type4, arg4, type5, arg5, type6, arg6, type7, arg?) \ 347 #define DTRACE_SCTP4(nane, typel, argl, type2, arg2, \
282 DTRACE_PROBE7(__i p_##name, typel, argl, type2, arg2, \ 348 type3, arg3, type4, arg4) \
283 type3, arg3, type4, arg4, type5, arg5, type6, arg6, \ 349 DTRACE_PROBE4( __sct p_##nanme, typel, argl, type2, arg2, \
284 type7, arg7); 350 type3, arg3, type4, arg4d);
286 #defi ne DTRACE_TCP( nane) \ 352 #define DTRACE_SCTP5(nane, typel, argl, type2, arg2, \
287 DTRACE_PROBE( __t cp_##nane) ; 353 type3, arg3, type4, arg4, type5, arg5) \
354 DTRACE_PROBE5(__sct p_##name, typel, argl, type2, arg2, \
289 #define DTRACE_TCPl(nane, typel, argl) \ 355 type3, arg3, type4, arg4, type5, arg5);
290 DTRACE_PROBE1(__tcp_##name, typel, argl);
357 #define DTRACE_SCTP6(nane, typel, argl, type2, arg2, \
292 #define DTRACE_TCP2(nane, typel, argl, type2, arg2) \ 358 type3, arg3, type4, arg4, type5, arg5, type6, arg6) \
293 DTRACE_PROBE2( __tcp_##name, typel, argl, type2, arg2); 359 DTRACE_PROBE6( __sct p_##nanme, typel, argl, type2, arg2, \
360 type3, arg3, type4, arg4, typeb5, argb, type6, arg6);
295 #define DTRACE_TCP3(nane, typel, argl, type2, arg2, type3, arg3) \ 361 #endif /* | codereview */
296 DTRACE_PROBE3(__t cp_##name, typel, argl, type2, arg2, type3, arg3);
363 #defi ne DTRACE_SYSEVENT2(name, typel, argl, type2, arg2) \
298 #define DTRACE_TCP4(nane, typel, argl, type2, arg2, \ 364 DTRACE_PROBE2( __sysevent _##nanme, typel, argl, type2, arg2);
299 type3, arg3, type4, arg4) \
300 DTRACE_PROBE4(__t cp_##name, typel, argl, type2, arg2, \ 366 #defi ne DTRACE_XPV( nane) \
301 type3, arg3, type4, arg4); 367 DTRACE_PROBE( __xpv_##nane) ;
303 #define DTRACE_TCP5(nane, typel, argl, type2, arg2, \ 369 #define DTRACE_XPV1(nane, typel, argl) \
304 type3, arg3, type4, arg4, type5, arg5) \ 370 DTRACE_PROBEL(__xpv_##nanme, typel, argl);
305 DTRACE_PROBE5(__t cp_##nanme, typel, argl, type2, arg2, \
306 type3, arg3, type4, arg4, type5, arg5); 372 #define DTRACE_XPV2(nane, typel, argl, type2, arg2) \
373 DTRACE_PROBE2(__xpv_##nanme, typel, argl, type2, arg2);
308 #define DTRACE_TCP6(nane, typel, argl, type2, arg2, \
309 type3, arg3, type4, arg4, type5, argb5, type6, arg6) \ 375 #defi ne DTRACE_XPV3(nane, typel, argl, type2, arg2, type3, arg3) \
310 DTRACE_PROBE6( __t cp_##nanme, typel, argl, type2, arg2, \ 376 DTRACE_PROBE3(__xpv_##nanme, typel, argl, type2, arg2, type3, arg3);
311 type3, arg3, typed, arg4, type5, arg5, type6, arg6);
378 #defi ne DTRACE_XPV4(nane, typel, argl, type2, arg2, type3, arg3, \
313 #defi ne DTRACE_UDP( nane) \ 379 typed, arg4) \
314 DTRACE_PROBE( __udp_##nane) ; 380 DTRACE_PROBE4(__xpv_##nanme, typel, argl, type2, arg2, \
381 type3, arg3, type4, arg4);
316 #define DTRACE_UDPl(nane, typel, argl) \
317 DTRACE_PROBE1(__udp_##name, typel, argl); 383 #define DTRACE_FC 1(nane, typel, argl) \
384 DTRACE_PROBE1(__fc_##name, typel, argl);
319 #define DTRACE_UDP2(nane, typel, argl, type2, arg2) \
320 DTRACE_PROBE2( __udp_##nanme, typel, argl, type2, arg2); 386 #define DTRACE_FC 2(nane, typel, argl, type2, arg2) \
387 DTRACE_PROBE2( __f c_##name, typel, argl, type2, arg2);
322 #define DTRACE_UDP3(nane, typel, argl, type2, arg2, type3, arg3) \
323 DTRACE_PROBE3(__udp_##nanme, typel, argl, type2, arg2, type3, arg3); 389 #define DTRACE_FC 3(nane, typel, argl, type2, arg2, type3, arg3) \
390 DTRACE_PROBE3(__f c_##name, typel, argl, type2, arg2, type3, arg3);

325 #defi ne DTRACE_UDP4(nane, typel, argl, type2, arg2,

\
326 type3, arg3, typed, arg4) \ 392 #define DTRACE_FC 4(nane, typel, argl, type2, arg2, type3, arg3, typed4, arg4) \
327 DTRACE_PROBE4( __udp_##nanme, typel, argl, type2, arg2, \ 393 DTRACE_PROBE4(__fc_##name, typel, argl, type2, arg2, type3, arg3,
328 type3, arg3, type4, arg4); 394 type4, arg4);
330 #define DTRACE_UDP5(nane, typel, argl, type2, arg2, \ 396 #define DTRACE_FC 5(nane, typel, argl, type2, arg2, type3, arg3, \
331 type3, arg3, type4, arg4, type5, arg5) \ 397 type4, arg4, type5, argb) \
332 DTRACE_PROBES5(__udp_##nanme, typel, argl, type2, arg2, \ 398 DTRACE_PROBES5(__f c_##name, typel, argl, type2, arg2, type3, arg3, \

333 type3, arg3, type4, arg4, type5, arg5); 399 typed, arg4, type5, arg5);
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401 #define DTRACE_SRP_1(name, typel, argl) \
402 DTRACE_PROBEL( __srp_##nanme, typel, argl);

404 #define DIRACE_SRP 2(name, typel, argl, type2, arg2) \
405 DTRACE_PROBE2( __srp_##nanme, typel, argl, type2, arg2);

407 #define DITRACE_SRP_3(nane, typel, argl, type2, arg2, type3, arg3) \
408 DTRACE_PROBE3(__srp_##name, typel, argl, type2, arg2, type3, arg3);
410 #define DTRACE_SRP_4(nane, typel, argl, type2, arg2, type3, arg3, \
411 type4, arg4) \
412 DTRACE_PROBE4(__srp_##name, typel, argl, type2, arg2, \
413 type3, arg3, type4, arg4);

415 #define DTRACE_SRP_5(nane, typel, argl, type2, arg2, type3, arg3, \
416 typed, arg4, type5, arg5) \
417 DTRACE_PROBES5( __srp_##nanme, typel, argl, type2, arg2, \
418 type3, arg3, type4, arg4, type5, arg5);

420 #define DTRACE_SRP_6(nane, typel, argl, type2, arg2, type3, arg3, \
421 type4, arg4, type5, arg5, type6, arg6) \
422 DTRACE_PROBE6( __sr p_##name, typel, argl, type2, arg2, \
423 type3, arg3, type4, arg4, type5, arg5, type6, argé6);

425 #define DTRACE_SRP_7(name, typel, argl, type2, arg2, type3, arg3, \
426 typed4, arg4, typeb5, argb, type6, arg6, type7, arg7) \
427 DTRACE_PROBE7(__srp_##nanme, typel, argl, type2, arg2, \
428 type3, arg3, type4, arg4, type5, arg5, type6, arg6, type7, arg7);
430 #define DTRACE_SRP_8(name, typel, argl, type2, arg2, type3, arg3, \
431 typed4, arg4, type5, arg5, type6, arg6, type7, arg7, type8, arg8) \
432 DTRACE_PROBES8(__sr p_##nanme, typel, argl, type2, arg2, \
433 type3, arg3, typed4, arg4, type5, arg5, type6, arg6, \
434 type7, arg7, type8, args);

436 | *

437 * the set-error SDT probe is extra static, in that we declare its fake
438 * function literally, rather than with the DTRACE_PROBE1() macro. This is
439 * npecessary so that SET_ERROR() can evaluate to a val ue, which wouldn’t
440 * be possible if it required multiple statements (to declare the function
441 * and then call it).

442 =

443 * SET_ERROR() uses the conma operator so that it can be used w thout nuch
444 * additional code. For exanple, "return (EINVAL);" becones

445 * "return (SET_ERROR(EINVAL));". Note that the argunment will be eval uated
446 * twice, so it should not have side effects (e.g. sonething |ike:

447 * “"return (SET_ERROR(|og_error(EI NVAL, info)));" would log the error twice).
448 *

449 extern void _ dtrace_probe_set__error(uintptr_t);

450 #define SET_ERROR(err) (__dtrace_probe_set__error(err), err)

452 #endif /* _KERNEL */

454 extern const char *sdt_prefix;

456 typedef struct sdt_probedesc {

457 char *sdpd_nane; /* name of this probe */
458 unsi gned | ong sdpd_of f set; /* offset of call in text */
459 struct sdt_probedesc *sdpd_next; /* next static probe */

460 } sdt _probedesc_t;

462 #ifdef __cplusplus

463 }

464 #endi f

466 #endif /* _SYS SDT_H */




