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. SH NAME

tcp, TCP \- Internet Transm ssion Control Protocol

. SH SYNOPSI S

.LP

. nf

\ f B#i ncl ude <sys/socket.h>\fR
fi

.LP
. nf
\ f B#i ncl ude <netinet/in.h>\fR
i

\fBs = socket (AF_I NET, SOCK_STREAM 0);\fR
\fBs = socket (AF_I NET6, SOCK_STREAM 0);\fR

\th = t_open("/dev/tcp", ORDWR);\fR

.LP
. nf
\fBt =
fi

t _open("/dev/tcp6", O RDWR);\fR

. SH DESCRI PTI ON

.sp

. LP

\fBTCP\fR is the virtual circuit protocol of the Internet protocol famly. It
provides reliable, flowcontrolled, in order, two-way transm ssion of data. It
Is a byte-stream protocol |ayered above the Internet Protocol (\fBIP\fR), or
the Internet Protocol Version 6 (\fBIPv6\fR), the Internet protocol famly’s

i nternetwork datagram delivery protocol.

.sp

.LP

Prograns can access \fBTCP\fR using the socket interface as a \fBSOCK _STREAM f R
socket type, or using the Transport Level Interface (\fBTLI\fR) where it
supports the connection-oriented (\fBT_COTS ORD\fR) service type.

.sp

. LP

\fBTCP\fR uses \fBIP\fR s host-|evel addressing and adds its own per-host
collection of "port addresses." The endpoints of a \fBTCP\fR connection are
identified by the conbination of an \fBIP\fR or | Pv6 address and a \fBTCP\fR
port nunber. Al though other protocols, such as the User Datagram Protocol
(UDP), may use the sane host and port address format, the port space of these
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protocols is distinct. See \fBinet\fR(7P) and \fBinet6\fR(7P) for details on
the commpn aspects of addressing in the Internet protocol famly.

- SPp

LP
Sockets utilizi ng \fBTCP\fR are either "active" or "passive." Active sockets
initiate connections to passive sockets. Both types of sockets nust have their
local \fBIP\fR or | Pv6 address and \fBTCP\fR port nunber bound with the
\ f Bbi nd\ f RC3SOCKET) systemcall after the socket is created. By default,
\fBTCP\f R sockets are active. A passive socket is created by calling the
\fBlisten\fR(3SOCKET) systemcall after binding the socket with \fBbind()\fR
Thi s establishes a queueing paraneter for the passive socket. After this,
connections to the passive socket can be received with the
\ f Baccept\ f R(3SOCKET) system call. Active sockets use the
\ f Bconnect\ f R(C3SOCKET) cal |l after binding to initiate connections.

.sp

.LP

By using the special value \fBINADDR ANNfR with \fBIP\fR, or the unspecified
address (all zeroes) with IPv6, the local \fBIP\fR address can be |eft
unspecified in the \fBbind()\fR call by either active or passive \fBTCP\fR
sockets. This feature is usually used if the local address is either unknown or
irrelevant. |If left unspecified, the local \fBIP\fR or IPv6 address will be
bound at connection time to the address of the network interface used to
service the connection.

.sp

.LP

Note that no two TCP sockets can be bound to the same port unless the bound IP
addresses are different. 1Pv4 \fBINADDR ANY\fR and | Pv6 unspecified addresses

conpare as equal to any IPv4 or |Pv6 address. For exanple, if a socket is bound
to \fBI NADDR_ANY\f R or unspecified address and port X, no other socket can bind
to port X, regardless of the binding address. This special consideration of

\ f B NADDR_ANY\ f R and unspecified address can be changed using the socket option
\f BSO REUSEADDR\fR. | f \fBSO REUSEADDR\fR is set on a socket doing a bind, |Pv4
\ f B NADDR_ANY\ f R and | Pv6 unspecified address do not conpare as equal to any IP
address. This means that as long as the two sockets are not both bound to

\ f BI NADDR_ANY\ f R/ unspeci fi ed address or the same |P address, the two sockets
can be bound to the sanme port

- Sp

LP

I f an application does not want to all ow another socket wusing the

\ f BSO_REUSEADDR\ f R option to bind to a port its socket is bound to, the
application can set the socket |evel option \fBSO EXCLBIND\fR on a socket. The
option values of 0 and 1 nmean enabling and disabling the option respectively.
Once this option is enabled on a socket, no other socket can be bound to the
same port.

.sp

.LP

Once a connection has been established, data can be exchanged using the
\fBread\fR(2) and \fBwite\fR(2) systemcalls.

.sp

LP

Under nost circunmstances, \fBTCP\fR sends data when it is presented. Wen

out standi ng data has not yet been acknow edged, \fBTCP\fR gathers small anounts
of output to be sent in a single packet once an acknow edgenment has been
received. For a small number of clients, such as w ndow systens that send a
stream of nouse events which receive no replies, this packetization nay cause
significant delays. To circunvent this problem \fBTCP\fR provides a

socket -1 evel bool ean option, \fBTCP_NODELAY.\fR \fBTCP_NODELAY\fR is defined in
\fB<netinet/tcp.h>\fR, and is set with \stetsockopt\fR(3SOCKET) and tested

wi th \fBgetsockopt\fR(3SOCKET). The option level for the \fBsetsockopt()\fR
call is the protocol nunber for \fBTCP,\fR available from

\ f Bget pr ot obynane\ f R{ 3SOCKET) .

.sp

.LP

For some applications, it may be desirable for TCP not to send out data unless

a full TCP segnent can be sent. To enable this behavior,
the \fBTCP_CORK\ f R socket option.

an application can use
When \fBTCP_CORK\fR is set wth a non-zero
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val ue, TCP sends out a full TCP segnent only. When \fBTCP_CORK\fR is set to
zero after it has been enabled, all buffered data is sent out (as pernitted by
the peer’s receive wi ndow and the current congestion window). \fBTCP_CORK\fR is
defined in <\fBnetinet/tcp.h\fR>, and is set with \fBsetsockopt\fR(3SOCKET)
and tested with \fBgetsockopt\fR( 3SOCKET). The option level for the

\fBset sockopt ()\fR call is the protocol nunmber for TCP, available from

\ f Bget pr ot obynane\ f R( 3SOCKET) .

.sp

.LP

The SO _RCVBUF socket |evel option can be used to control the w ndow that TCP
advertises to the peer. IP level options may al so be used with TCP. See

\fBi p\fR(7P) and \fBi p6\fR(7P).

.sp

.LP

Anot her socket |evel option, \fBSO RCVBUF,\fR can be used to control the w ndow
that \fBTCP\fR advertises to the peer. \fBIP\fR | evel options may al so be used
with \fBTCP.\fR See \fBi p\fR(7P) and \fBip6\fR(7P).

.sp

. LP

\f BTCP\f R provi des an urgent data mechani sm which nay be invoked using the

out - of - band provisions of \fBsend\fR(3SOCKET). The caller may nark one byte as
"urgent” with the \fBMSG OOB\fR flag to \fBsend\fR(3SOCKET). This sets an
"urgent pointer" pointing to this byte in the \fBTCP\fR stream The receiver on
the other side of the streamis notified of the urgent data by a \fBSIGURG fR

signal . The \fBSI OCATMARK\fR \fBi octI\fR(2) request returns a val ue indicating
whet her the streamis at the urgent mark. Because the system never returns data
across the urgent mark in a single \fBread\fR(2) call, it is possible to

advance to the urgent data in a sinple | oop which reads data, testing the
socllzet with the \fBSI OCATMARK\fR \fBioctl ()\fR request, until it reaches the
mar k.

.sp

.LP

I ncom ng connection requests that include an \fBIP\fR source route option are
noted, and the reverse source route is used in responding.

.sp

.LP

A checksum over all data helps \fBTCP\fR i npl ement reliability. Using a

wi ndow based fl ow control nechani smthat nmakes use of positive

acknow edgenents, sequence nunbers, and a retransmi ssion strategy, \fBTCP\fR
can usual ly recover when datagrans are damaged, del ayed, duplicated or
delivered out of order by the underlying communication nmedi um

.sp

.LP

If the local \fBTCP\fR recei ves no acknow edgenents fromits peer for a period

of time, (for exanple, if the rempte machine crashes), the connection is closed
and an error is returned.

.sp

.LP

TCP foll ows the congestion control algorithmdescribed in \flIRFC 2581\fR, and
al so supports the initial congestion wi ndow (cwnd) changes in \flIRFC 3390\fR
The initial cwnd cal culation can be overridden by the socket option
TCP_I NI T_CWND. An application can use this option to set the initial cwnd to a
speci fi ed nunber of TCP segnents. This applies to the cases when the connection
first starts and restarts after an idle period. The process nust have the
PRI V_SYS_NET_CONFI G privilege if it wants to specify a nunber greater than that
cal cul ated by \flIRFC 3390\fR

- Sp

.LP
SunOS supports \fBTCP\fR Extensions for High Performance (\flRFC 1323\fR) which
i ncl udes the wi ndow scal e and timestanp options, and Protection Agai nst Wap
includes the wi ndow scale and tine stanp options, and Protecti on Agai nst Wap
Around Sequence Nunbers (PAWS). SunCS al so supports Sel ective Acknow edgnent
(SACK) capabilities (RFC 2018) and Explicit Congestion Notification (ECN)
mechani sm (\fI RFC 3168\fR).

.sp

.LP
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Turn on the window scale option in one of the follow ng ways:

RS +4

TP

||e t \(bu

.e

An appl ication can set \fBSO SNDBUF\fR or \fBSO RCVBUF\fR size in the

\ f Bset sockopt ()\fR option to “be larger than 64K This nust be done \flbefore\fR
the programcalls \fBlisten()\fR or \fBconnect()\fR because the wi ndow scal e
option is negotiated when the connection is established. Once the connection
has been made, it is too late to increase the send or receive w ndow beyond the
default \fBTCP\fR limt of 64K

RE

.RS +4

For all applications, use \fBndd\fR(1M to nodify the configuration paraneter
\fBtcp_wscal e_always\fR |f \fBtcp_wscale_always\fRis set to \fB1\fR, the

wi ndow scal e option will always be set when connecting to a renpte system |If
\fBtcp_wscal e_always\fR is \fBO,\fR the wi ndow scale option will be set only if

213 the user has requested a send or receive wi ndow | arger than 64K The defaul t
214 value of \fBtcp_wscale_always\fRis \fBI\fR

215 . RE

216 . RS +4

217 . TP

218 .iet \(bu

219 .el o

220 Regardl ess of the value of \fBtcp_wscal e_al ways\fR, the w ndow scal e option
221 will always be included in a connect acknow edgenent if the connecting system
222 has used the option.

223 .RE

224 .sp

225 . LP

226 Turn on \fBSACK\fR capabilities in the follow ng way:

227 .RS +4

228 . TP

229 .ie t \ (bu

230 . el

231 Use \andd\fR to nodify the configuration paraneter \fBtcp_sack_permtted\fR
232 If \fBtcp_sack_pernmittedi\fRis set to \fBO\fR \fBTCP\fR wi ||l not accept

233 \fBSACK\fR or send out \fBSACK\fR information. |If \fBtcp_sack_permtted\fRis
234 set to \fBI\fR \fBTCP\fR will not initiate a connection w th \fBSACK\fR

235 permitted option in the \fBSYN\fR segnent, but will respond with \fBSACK\ fR
236 permtted option in the \fBSYN  ACK\fR segnment if an incom ng connection request
237 has the \fBSACK \fR permitted option. This nmeans that \fBTCP\fR will only

238 accept \fBSACK\fR information if the other side of the connection al so accepts
239 \fBSACK\fR information. If \fBtcp_sack _pernmitted\fRis set to \fB2\fR, it wll
240 both initiate and accept connections with \fBSACK\fR i nformati on. The default
241 for \fBtcp_sack_pernmittedifRis \fB2\fR (active enabl ed).

242 . RE

243 .sp

244 | LP

245 Turn on \fBTCP ECN\f R mechani smin the follow ng way:

246 . RS +4

247 . TP

248 .ie t \(bu

249 .el o

250 Use \fBndd\fR to nodify the configuration paraneter \fBtcp_ecn_permtted\fR |f
251 \fBtcp_ecn_permttedifRis set to \fBO\fR, \fBTCP\fR will not negotiate with a
252 peer that supports \fBECN\fR nechanism |If \fBtcp_ecn_pernitted\fRis set to

253
254
255
256
257
258

\fBI1\fR when initiating a connection, TCP will not tell a peer that it supports
ECN nmechani sm However, it will tell a peer that it supports \fBECN\fR

nmechani sm when accepting a new i ncom ng connection request if the peer
indicates that it supports \fBECN\fR nmechanismin the SYN segnent. |f
tcp_ecn_pernmitted is set to 2, in addition to negotiating with a peer on ECN
nmechani sm when accepting connections, TCP will indicate in the outgoing SYN
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segnment that it supports \fBECN fR nechani sm when \fBTCP\f R nmakes active
out goi ng connections. The default for \fBtcp_ecn_permtted\fRis 1.

.RE

.sp

.LP

Turn on the tinestanp option in the foll ow ng way:

Turn on the time stanp option in the follow ng way:

.RS +4

. TP

.iet \(bu

.el o

Use \fBndd\fR to nodify the configuration paraneter \fBtcp_tstanp_always\fR |f
\fBtcp_tstanp_always\fR is \fBI\fR, the timestanp option will always be set
\fBtcp_tstanp_always\fR is \fBI\fR, the time stanp option will always be set
when connecting to a rembte machine. If \fBtcp_tstanp_always\fRis \fBO\fR, the
tinestanp option will not be set when connecting to a renote system The
default for \fBtcp_tstanp_always\fR is \fBO\fR

. RE

.RS +4

TP
.iet \(bu
.el o

Regardl ess of the value of \fBtcp_tstanp_always\fR, the tinestanp option will
Regardl ess of the value of \fBtcp_tstanp_always\fR, the tine stanp option wll
al ways be included in a connect acknow edgenent (and all succeeding packets) if
the connecting system has used the tinestanp option.

the connecting system has used the time stanp option.

. RE

.sp

.LP

Use the followi ng procedure to turn on the tinestanp option only when the

Use the follow ng procedure to turn on the tine stanp option only when the

w ndow scal e option is in effect:

.RS +4

. TP

.iet \(bu

.el o

Use \fBndd\fR to nodify the configuration parane
Setting \fBtcp_tstanp_if_wscale\fR to \fBI\fR wi | |

Setting \fBtcp_tstanp_if_wscale\fR to \fBI\fR wi ||

to be set when connecting to a rempte system if the wi ndow scale option has
been set. If \fBtcp_tstanp_if_wscale\fRis \fBO\fR, the tinmestanp option will
been set. If \fBtcp_tstanp_if_wscale\fRis \fBO\fR, the tine stanp option wll
not be set when connecting to a renote system The default for
\fBtcp_tstanp_if_wscale\fR is \fBI\fR

.RE

ter \fBtcp_tstanp_if_wscale\fR
Il cause the tinmestanp option
|

cause the tinme stanp option

.sp
.LP

Protection Against Wap Around Sequence Nunbers (PAWS) is always used when the
timestanp option is set.

time stanp option is set.

.sp

.LP

SunOS al so supports multiple nethods of generating initial sequence nunbers.
One of these nmethods is the inproved technique suggested in \fBRFCQ\fR 1948. W
\fBH GHLY\ f R recommend that you set sequence nunber generation paraneters as
close to boot tine as possible. This prevents sequence nunber problenms on
connections that use the same connection-1D as ones that used a different
sequence nunber generation. The \fBsvc:/network/initial:default\fR service
configures the initial sequence nunber generation. The service reads the value
contained in the configuration file \fB/etc/default/inetinit\fR to determ ne
whi ch nethod to use.

.sp

L
The \fB/etc/default/inetinit\fRfile is an unstable interface, and nay change
in future rel eases.
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.sp
. LP

\fBTCP\fR nay be configured to report sone information on connections that
term nate by nmeans of an \fBRST\fR packet. By default, no logging is done. |f
the \fBndd\fR(1M paraneter \fltcp_trace\fRis set to 1, then trace data is
collected for all new connections established after that tinme.

.sp

.LP

The trace data consists of the \fBTCP\fR headers and \fBI P\fR source and
destination addresses of the last few packets sent in each direction before RST
occurred. Those packets are logged in a series of \fBstrlog\fR(9F) calls. This
trace facility has a very |ow overhead, and so is superior to such utilities as
\fBsnoop\f R(1M for non-intrusive debugging for connections term nating by
neans of an \fBRST\fR

.sp

.LP

SunOS supports the keep-alive nmechani smdescribed in \fIRFC 1122\fR It is
enabl ed using the socket option SO KEEPALI VE. When enabl ed, the first
keep-alive probe is sent out after a TCP is idle for tw hours If the peer does
not respond to the probe within eight mnutes, the TCP connection is aborted.
You can alter the interval for sending out the first probe using the socket
option TCP_KEEPALI VE_THRESHOLD. The option value is an unsigned integer in

m | liseconds. The systemdefault is controlled by the TCP ndd paraneter
tcp_keepalive_interval. The mininmumvalue is ten seconds. The maximumis ten
days, while the default is two hours. If you receive no response to the probe,
you can use the TCP_KEEPALI VE_ABORT_THRESHOLD socket option to change the tine
threshold for aborting a TCP connection. The option value is an unsigned
integer in mlliseconds. The value zero indicates that TCP shoul d never tine
out and abort the connection when probing. The systemdefault is controlled by
the TCP ndd paraneter tcp_keepalive_abort_interval. The default is eight

m nut es.

.sp

.LP

socket options TCP_KEEPI DLE, TCP_KEEPCNT and TCP_KEEPI NTVL are al so supported
for conpatibility with other Unix Flavors. TCP_KEEPI DLE option specifies the
interval in seconds for sending out the first keep-alive probe. TCP_KEEPCNT
speci fies the nunber of keep-alive probes to be sent before aborting the
connection in the event of no response from peer. TCP_KEEPI NTVL specifies the

interval in seconds between successive keep-alive probes.
. SH SEE ALSO
.sp
.LP
\fBsves\fR(1), \fBndd\fR(1M, \fBioctI\fR(2), \fBread\fR(2), \fBsvcadm fR(1M,
\fBwite\fR( \ f Baccept \ f R(3SOCKET), \fBbi nd\ f R( 3SOCKET) ,
SOCKET), \f Bget pr ot obynane\ f R{ 3SOCKET) ,

\ f Bget sockop
\fBsnf\fR(5)
.sp

.LP

Ramekri shnan, K., Floyd, S., Black, D., RFC 3168, \flThe Addition of Explicit
Congestion Notification (ECN) to | P\fR, Septenber 2001.

.sp

.LP

Mat hias, M and Hahdavi, J. Pittsburgh Superconputing Center; Ford, S. Law ence
Ber kel ey National Laboratory; Romanow, A. Sun Mcrosystens, Inc. \flRFC 2018,
TCP Sel ective Acknow edgenent Options\fR, Cctober 1996.

.sp

.LP

Bellovin, S., \fIRFC 1948, Defendi ng Agai nst Sequence Number Attacks\fR My
1996.

.sp

.LP

Jacobson, V., Braden, R, and Borman, D., \flRFC 1323, TCP Extensions for High
Performance\fR, May 1992.

.sp

.LP

)
2),
\ f Bconnect\ f R(3
\ f RC3SOCKET), \fBlisten\fR(3SOCKET), \fBsend\fR(3SOCKET),
, \fBinet\fR(7P), \fBinet6\fR(7P), \fBip\fR(7P), \fBi p6\fR(7P)
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Postel, Jon, \fIRFC 793, Transm ssion Control Protocol - DARPA Internet Program
Protocol Specification\fR, Network Infornmation Center, SRl International, Menlo
Park, CA., Septenber 1981.

. SH DI AGNCSTI Cs

.sp

.LP

A socket operation nay fail if:

.sp

.ne 2

. na
\fB\f BEI SCONN\f R f R
.ad

.RS 17n

A \ f Bconnec

t()\fR operation was attenpted on a socket on which a
\ f Bconnect ()\f

R operation had al ready been perforned.

398 . RE

400
401
402
403
404
405
406

.sp
.ne 2

. na
\ f B\ f BETI MEDOUT\ f R\ f R

.ad

.RS 17n

A connection was dropped due to excessive retransm ssions.

407 . RE

409
410
411
412
413
414
415
416

.sp
.ne 2

.na
\ f B\ f BECONNRESET\ f R\ f R

.ad

.RS 17n

The renote peer forced the connection to be closed (usually because the renote
machi ne has |ost state information about the connection due to a crash).

417 . RE

419
420
421
422
423
424
425
426
427

429
430
431
432
433
434
435
436
437

439
440

441

442
443
444
445
446
447

.sp
.ne 2

. ha
\ f B\ f BECONNREFUSED\ f R\ f R

. al
.RS 17n

The renote peer actively refused connection establishment (usually because no
process is listening to the port).

.RE

.sp
.ne 2

. na
\fg\fBEADDRI NUSE\ f R f R
. al

.RS 17n

A \fBbind()\fR operation was attenpted on a socket with a network address/port
pair that has already been bound to another socket.

.RE

.sp
.ne 2

na
\ f B\ f BEADDRNOTAVAI L\ f R f R

.ad

.RS 17n

A \fBbind()\fR operation was attenpted on a socket with a network address for
whi ch no network interface exists.

. RE
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.sp
.ne 2

.na

\ f B\ f BEACCES\ f R f R

.ad

.RS 17n

A \fBbind()\fR operation was attenpted with a "reserved" port nunber and the
effective user \fBID\fR of the process was not the privileged user.

457 . RE

459
460
461
462
463
464
465
466

468 .
469 .

470
471
472
473
474
475
476

477 . f

478
479

481 .

482
483
484
485

.sp
.ne 2

.na
\ f B\ f BENOBUFS\f R\ f R

.ad

.RS 17n

The systemran out of menory for internal data structures.
. RE

The \fBtcp\fR service is managed by the service managenent facility,
\fBsnf\fR(5), under the service identifier:

.sp

.in +2

. nf

svc:/network/initial:default

i

.in -2

.sp

sp

.LP

Adnmi ni strative actions on this service, such as enabling, disabling, or
requesting restart, can be performed using \fBsvcadm fR(1M. The service's
status can be queried using the \fBsvcs\fR(1) conmand.



